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Software-defined network (SDN) has become one of the most important architectures for the management of large scale, complex
networks which may require re-policing or reconfigurations from time to time. SDN achieves easy re-policing by decoupling the
control plane from data plane. Thus the network routers/switches just simply forward packets by following the flow table rules set
by the control plane. SDN is a relatively new area, it has attracted much attentions from both academia and industry. In this
paper we will conduct a comprehensive survey of the important topics in SDN implementation, including the basic concept,
language abstraction ,controller, virtualization, Quality of service (QoS), security, as well as its integration with optical networks.
We will discuss the future research trends in this exciting area. This survey can help both industry and academia R&D people to

understand the latest progress of SDN designs.
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l. INTRODUCTION

Conventional Networks utilize special algorithms
implemented on dedicated devices (hardware components)
to control and monitor the data flow in the network,
managing routing paths and determining how different
devices are interconnected in the network. In general these
routing algorithms and sets of rules are implemented in
dedicated hardware components such as Application
Specific Integrated Circuits (ASICs) [1].

Current network devices lack the flexibility to deal
with different packet types with various contents because of
the underlying hardwired implementation of routing rules
[2]. Traditional network operations cannot be easily re-
reprogrammed or re-tasked [3]. A possible solution to
this problem is the implementation of the data handling rules
as software modules rather than embedding them in
hardware. This method enables the network administrators
to have more control over the network traffic and therefore
has a great potential to greatly improve the performance of
the network. Such an idea is defined in an innovative
technology, called Software-Defined Networking (SDN) [4].

SDN contains three layers:
1.Application Layer.
2.Control Layer.
3.Infrastructure Layer.
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Fig 1.Architecture of SDN
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ILARCHITECTURE OF SDN:

1. Language Abstraction:

In SDN the control function consists of two parts, i.e the
controller with the program and the set of rules implemented
on the routing/switching devices (Fig.1). This has an
implication of making the programmer not worry about the
low-level details in the switch hardware. The SDN
programmers can just write the specification that captures
the intended forwarding behavior of the network instead of
writing programs dealing with the low-level details such as
the events and the forwarding rules of the network. This
enables the interactions between the controllers and switches
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Fig 2: Organization of this survey
2.Controller:

The control plane can be managed by a central
controller or multiple ones. It gives a global view of the
SDN status to upper application layer. In this section, we
look into the architecture and performance of controller in
software defined networks. While SDN is suitable for some
deployment environments and the enterprise the data plane
should be made simple. Controller manage routing tasks for
flow setup. The low-level switches have to communicate
with the controller very frequently in order to obtain the
instructions on how to handle incoming packets. This
strategy can consume the controller processing power. In
most SDN designs the central controller(s) can perform all
the programming tasks. This model certainly brings the
scalability issue to the control plane. A better control plane
should be able to make the packet handling rate scalable



with the number of CPUs. It is better to always have the
network status in packet level available to the controller. It
can allocate /deallocate memory units, schedule different
event handlers, and reduce the interrupts or system calls in
order to decrease the runtime system load.

3.Virtualization:

As technology develops, the modern network
becomes larger and more capable of providing all kinds of
new services. The cloud computing, and some frameworks
such as GENI, FIRE, G-Lab, F-Lab and AKARI, utilize the
large-scale experimental facilities from networks. However,
resources are always limited and users demands keep
increasing as well. The sharing of network hardware
resources among users becomes necessary because it could
utilize the existing infrastructure more efficiently and satisfy
users demands. Network virtualization in SDN is a good
way to provide different users with infrastructure sharing
capabilities [6]. The term OpenFlow often comes with
network virtualization these years.

4.QoS:

In past decades, the Internet Engineering Task
Force (IETF) has defined two types of Quality of Service
(QoS) architectures, IntServ (integrated services) and
Diffserv (differentiated services). The IntServ is difficult to
implement in todays large networks due to too much
operation overhead in different routers.

There are very few works targeting SDN QoS
supporting issues. Among the few QoS models in SDN,
Open- QoS [7, 8] is one of the most typical solutions. It has
a comprehensive controller architecture to support scalable
video Streaming in SDNs. We therefore summarize its
principle first. A SDN QoS scheme called PolicyCop.
PolicyCop uses the control plane of SDNs to monitor the
compliances of the QoS policies and can automatically
adjusts the control plane rules as well as flow table in the
data plane based on the dynamic network traffic statistics.

5. Security:

SDN creates some new targets for potential
security attacks, such as the SDN controller and the virtual
infrastructure [9]. Besides all the traditional networks’
attacking places (such as routers , servers, etc.), SDN has
some new target points such as:

(1) SDN controller;

(2) Virtual infrastructure.

on the virtual switch and VM (virtual machine); The routing
loops make packets never reach the final destination. In [10]
it presents a dynamic algorithm which is built on header
space analysis, and allows the detection of loops in SDNs.
There the network model has been illustrated as a directed
graph. Hence concepts of header space analysis have been
translated into the language of graph theory. Rule graphs
and the dynamic loop detection problem are studied. [10].

They have shown how to model a network as a directed
graph. By analyzing the reachability and connectivity of the
topology graph, a node-to-node, no-loop path can always be
found. A dynamic strongly connected component algorithm
is proposed in [10] to allow us to keep track of edge
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insertions and deletions. It can also be used to detect loops
in a routing path.

6.Optical Connection:

There is a great deal of benefits when adopting
SDN for optical network control:
(1) Current optical networks have difficulties
to react independently to requests from client systems
distributed at the network edge. SDN provides
programmable, abstracted interface for flexible application
re-configurations in optical control units.
(2) Existing optical networks cannot easily upgrade the
software in each optical switch due to the embedded
software nature. SDN could easily upgrade services due to
its separation of control and data planes.
networked re-programming and virtualization
(4) The cost of optical hardware is typically high,
especially the photonics and associated electronic
components. SDN could reduce those costs due to its
’dump’ hardware operations - just simply following the flow
table.

11l. CONCLUSION:

In this paper we have comprehensively surveyed the design
issues for SDN.

Especially we have covered all important issues in concrete
network implementation including language abstraction,
controller design, virtualization scheme, QoS support,
security issues, and optical network integration.
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