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Abstract -Required balance between performance and fault tolerance can be determined by the users of cloud storage
that have usually assign with different redundancy configurations (i.e (k,m,w)) of erasure codes. Here our study finds
that with very low probability, one scheme of coding that can be chosen by thumb rules, for a given redundancy a
configuration which performs best. In this project we introduce CaCo, known as an efficient Cauchy coding approach
for storing information in cloud systems. Initially CaCo makes use of Cauchy matrix heuristics to generate a matrix
set. Later for each matrix in the produced set, CaCo seeks XOR schedule heuristics to produce series of schedules.
Lastly, CaCo chooses the shortest one from all the generated schedules .in this way for an arbitrary given redundancy
configurations CaCo has capability to identify an optimal coding scheme, within the ability of present state of art .by
taking the advantage of caco such as easy to parallelize we can significantly increase the performance through the
selection process with enormous computational resources in the cloud based systems. We incorporate CaCo in
Hadoop Distributed File System (HDFS) and estimate its performance by doing comparison with “Hadoop-EC”
developed by Microsoft research. Our experimental analysis illustrates that CaCo can possesses an optimal coding
scheme within worthy acceptable time. In addition CaCo exceeds Hadoop-EC by 26.68-40.18% in the encoding time
and by 38.4-52.83% in the decoding time at the same instant.

Keywords—Cloud storage, fault tolerance, Reed-Solomon codes, Cauchy matrix, XOR scheduling.

I.INTRODUCTION
1.1 Overview

Hadoop is an open-source framework that grants to store and process colossal data in an appropriated
circumstance across over packs of PCs using fundamental programming models. It is expected to scale up from single
servers to considerable number machines, each offering neighborhood figuring and limit. Due to the methodology of new
progressions, devices, and correspondence suggests like casual correspondence destinations, the measure of data made by
mankind is turning out to be rapidly reliably. The measure of data conveyed by us from the soonest beginning stage of
time till 2003 was 5 billion gigabytes. If you store up the data as circles it may fill an entire football field. The same
whole was made in at general interims in 2011, and in at normal interims in 2013. This rate is so far turning out to be
hugely.

A. Domain Overview

Today cloud computing and accessing is yet another challenge for processing and retrieving the datasets. Today
78% of online data is through cloud management systems and servers and hence a big data collision is mapped for the
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occurrence and thus it is related to oversee the challenge of requesting a file and retrieving its effective address in the
shortest path and economical manner.

The overall proposed system is a protocol designed to demonstrate Cauchy’s based extraction technique for
online cloud data/files retrieval. The overall system is under LINUX Ubuntu 14.04 version of Java IDE, the environment
is simulated under local host of apache server for easy accessing and understanding.

B. Overview on Cloud Infrastructure

Figure 1 shows an overview on cloud infrastructure. Distributed computing is additionally known on-interest
figuring, is a sort of web based registering that gives shared preparing assets and information to PCs and different
gadgets on-interest. It is a model for empowering universal, on-interest access to shared pool of configurable processing
assets. Distributed computing and capacity arrangements give clients and undertakings different abilities to store and
process their information in outsider server farms. It depends on sharing of assets to accomplish lucidness and economies
of scale, like a utility over a system.
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Fig 1 Overview of cloud computing

1.2 Accessibility through web API’s

Obtaining communication capabilities in a distributed environment is achieved through API’s; Figure 2 shows
Interface between cloud and WEB2.0.Initially Web2.0 permits application development outside the cloud to take
benefit of the communication infrastructure within it. These API’s open up a wide range of communication
capabilities for cloud-based services, only limited scope by the media and signaling capabilities within the cloud
based system.

Media and Signaling
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g Cloud-based Service /"

Fig 2 Interface between cloud and WEB2.0
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1.3 Media server control interfaces

At the point when incorporating interchanges abilities with "center of the cloud”, where they will be gotten to by another
administration, the web 2.0 APIs can be utilized, and also blend of SIP or voice XMI and the standard media controlling
APlIs, for example, MSML, MSCML, and JSR309. The mix give diverse capacity sets however MediaCNTRL being
created in the web designing team, it is normal that MediaCNTRL will supersede MSML and MSCML and have an
upsurge in accessibility and more improvements under endorsed. Figure3 shows Media server control

Application Server controls
Media Server through Media
Control APIs or Web 2.0

Media and
Signaling

-~

Application
Server

— Cloud-based Service

Fig 3 Media server control
ILLITERATURE SURVEY

An intensive approach of survey is conducted for analyzing and determining the challenge in cloud storage and
cloud data accessing under active state of hydration. The overall survey is conducted under single notation of file
retrieving and shortest path of accessing under Cauchy’s technique

Distributed storage is created up of different less expensive and hazardous included substances, which winds up in a
lower inside the common MTBF (construe time between disillusionments). As limit structures make in scale and are
passed on over more broad frameworks, issue screw ups had been more fundamental, and necessities for adjustment to
inner disappointment were in addition expanded. Along these lines, the failure security gave by the same old RAID levels
has been as of now not satisfactory in various illustrations, and parking space originators are considering how to
persevere through broad amounts of frustrations. as a case, Google's conveyed stockpiling, home windows Azure
stockpiling, Ocean keep, and others all persevere through no under 3 screw ups. To persevere through extra frustrations
than RAID, various limit structures use Reed-Solomon codes for adjustment to non-basic disappointment. Reed-Solomon
coding has been round for quite a while, and has a true speculative foundation.

Various tries have been set out to get this point. At to begin with, individuals find that the thickness of a Cauchy matrix
coordinates the amount of XORs. In light of this, a measure of work has attempted to plan codes with low thickness.
Moreover, some lower limits have been construed on the thickness of MDS Cauchy lattices. Inside the bleeding edge best
in class, the least demanding approach to discover most decreased thickness Cauchy cross sections is to distinguish most
of the systems and pick the quality one. Given a redundancy setup (okay; m;w), the wide arrangement of grids is ( 2w
k+m), which is truly exponential in okay and m. in this way, the detail method for the most capable network makes feel
best for some little cases.

With this Cauchy shocking heuristic, we initially form a Cauchy framework insinuated as GM. By then seclude
(described over Galois field) each unobtrusive component of GM together with in section j by GMO;j , such that GM is
redesigned and the components of line 0 are each of the "1". Inside the loosening up of the lines, which joins line i, we
number the grouping of ones, recorded as N. By then we isolate the segments of section i by GMi;j , and separately
depend the measure of ones, implied as Nj (j € [0; k — 1]). in the long run, select the base from N;NO; : ;Nk—1 and
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perform the operations that create it. In like manner we succeed in building a system using Cauchy charming heuristic.
The above two heuristics can convey a twofold matrix which joins less ones; in any case, it can never again be a
complete one in the different Cauchy cross sections. The examination while in travel to decrease the measure of XOR
operations inside the method for destruction coding has revealed that the wide arrangement of ones in a Cauchy cross
section has lower limits. In this way, best by strategy for cutting down the thickness of the Cauchy grid, it's far difficult
to improve the encoding general execution in a general sense.

2.1 Overview of Cauchy’s Matrix
Cauchy’s matrix is a similarity pattern of analyzing and element matching in a format of aj;

1

— . z;—y;#£0, 1<i<m, 1<j<
pe— T — Yj F i<m j<n

Hfj =

Under this representation, the independent element is aligned and mapped with respect to the element value and pattern
matching.

The cauchy’s theorem is analyzed and determined under a single value parameter as rational function under two

parameter x; and y;, these two sequences are treated as request and responses for the proposed system under cloud data
and responses extraction. The overall sequence of formulation is generally written as follows.

[T T (2 — 25) (w; — ws)
H?—l H?—l (zi —y;)

The determination is as shown above for a square matrix under requesting and Reponses faction. Thus under normalized
and general representation, the Cauchy’s approach is represented as follows.

det A =

Ti;ﬁj
Cij = ——.
Ti —UYj

This formulation is used to analyses the algorithmic efficiency under processing and analysis.

111.SYSTEM REQUIREMENT SPECIFICATION

This chapter is included with proposed system view and analysis; it includes the requirements from the system
developer and end-users for making a better performing system. This thesis is dealt with big data approach for cloud files
accessing and storage under challenging scenarios and thus the requirement collection is as follows.

3.1 User Requirements

The user under this proposed system is aimed to be knowledgeable and has primary understanding on cloud and
cloud infrastructure. Apart from this the user is used to upload and store file under cloud. The Hadoop cluster
organization and initialization is processed with authorization of user.

A. Functional Requirements

The major objective functional requirement of proposed system is to fetch a correlative and easy accessing of
file system under shortest path, thus in this regards the functionality includes file uploading and selection, storing and
address recording or logging etc are included and processed in this system.

B. Non Functional Requirements

The non-functional requirements include system portability, feasibility and reliability to run and trust the
environmental application thus the requirements has to be analyzed under the limit of accessing and portability
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sequences. The non-functional requirements affect the system behavior and thus the system maintenance is under these
requirements.

3.2 System Requirements

The system is simulated as a protocol under Hadoop clustering environment for cloud infrastructure in apache server. A
detailed overview is shown as below.

A. Software Requirements

Operating System: Ubuntu 14.04
Technology: JDK 1.7
Framework: Eclipse

Server: Apache

B. Hardware Requirements

Processor: i3
Speed: 2.1 GHZ
RAM: 2GB
DiskSpace: 5GB

3.3 Proposed System Design Overview

The proposed system is designed on the above shown and discussed parameters for analyzing and extracting file
monitoring and accessing under Hadoop environment. To evaluate the approach and challenge, the CaCo methodology is
improved and proposed again. Primarily matrixes are generated under Cauchy’s matrix and schedule every size with
respect to a matrix value. In second step a frame work with MPI configuration is preceded with parallelization to the
CaCo modeling. Hence finally HDFC is evaluated to for performance estimation and contribution calculation on
competition with data coding and encoding operations.

IV.SYSTEM DESIGN

System design is formulated and analyzed under SDLC and is considered as a base for implementation at future
for enhancing and proposing a better simulated model. In this section, we are discussing about the overall schematic of
the system under Hadoop environment for cloud data transferring and monitoring.

Datanodes

y

Fig 4.1 Architectural Diagram
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4.1 System Architecture

CaCo model for cloud data hierarchy analysis and monitoring is shown in fig 4.1 and the system consist of a
network channel administrative services and thus also consist of a node management server as shown in Fig 4.1, each
time a task is scheduled and a movement of data packets from nodes to data sources is achieved. In CaCo architecture,
we have incorporated with a self-address calibration unit for data demodulation and address fetching.

Each time a data is searched or processed under cloud environment, we have seen a load overhead in stacking
and return address fetching. The system proposed in this architecture consists of a semi-automated stack for data
movements and address tacking. This system majorly focuses on data waiting time reduction and performance
enhancement.

4.2 Data Flow Diagram

Data flow diagrams are most important and fundamental design structures in analyzing a problem and its
solution. In this section, we have focused with a detailed data flow diagram design and analysis. The system consists of a
server and node establishment and monitoring manager. As the system is initiated with a protocol of performing the
designed task, the network registers it for deeper support.

Node establishment

¥

Register on a network

k.

Sending path for data
retrieval

Reguest for data sets >

Network analysis

Cauchy matrix

¥

¥
Send data stack =| Send data

Fig 4.2 Data Flow Diagram

4.3 Sequence Diagram

Under this unit, a modularity of analyzing the proposed system in a sequential manner is performed and thus the
same is showcased in Fig 4.3. The system’s sequential diagram is aided with user, server and nodes.
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Fig 4.3 Sequence Diagram

V.IMPLEMENTATION

Under this section a detailed implementation approach and terminology is discussed and demonstrated.
Primarily the overall system is divided into independent modules and thus the same is appended in this section, followed
by implementation pseudo.

5.1 Modularity Design
The proposed system is subdivided into the following modules.

1. Hadoop Cluster cum Network initialization and Monitoring
2. Data Block Simulation and Request analysis
3. Node Generation
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4. Server Response Setting
5. Cauchy’s theorem for performance evaluation.

5.2 System Framework
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Fig 5.1 Overall Framework

Each time we compose information into the capacity, we have to encode information and acquire the deletion
codes. Just when a blunder happens, we translate the deletion codes to recuperate the first information. In a real
stockpiling framework, the information blunder once in a while happens, so we ought to place huge weight on the
proficiency of encoding. On the off chance that the rate of mistake is sufficiently low, we can set as one. Then again, now
and again of high blunder rate, information disentangling happens all the more every now and again, so the impact of
deciphering proficiency on the general execution will be more noteworthy, and the estimation of ought to be diminished.
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Fig 5.2 Distributed Environmental Setup
5.3 Pseudo code and analysis

Choosing the best one from Cauchy systems using the detail method is a combinatorial issue. Given an
overabundance game plan (10, 6, 8), the extent of the cross sections to be developed can be to 10 29, and it is dubious to
tally them. We cannot make sense of which one of the cross sections will make better timetables. CaCo manufactures a
grid named ONES, whose segment (i, j) is described as the amount of ones contained in the twofold system. Second,
CaCo picks the irrelevant segment from the framework ONES. Accepting the part is, we acquaint X with be and Y to be
{y 1}. Choosing the set Y. Other than the segment (x 1, y 1), CaCo picks the top k—1 essentials from section x 1.

We change the redundancy setup (k, m, w) by offsetting m on 3 and w on 4, and growing k from 4 to 13. For a given
abundance game plan, we encode data to make fairness data with CaCo and Hadoop-EC, and assemble the encoding
time. The encoding times of CaCo and Hadoop-EC handle an upward example as k augmentations along the x - turn.
Right when Hadoop-EC is used as a part of the cloud system, the encoding time increases from 28.35 ms to 110.19 ms.
Exactly when CaCo is used as a part of the cloud system, the encoding time increases from 18.24 ms to 65.92 ms. The
clarification for this wonder is that a greater k infers more data squares, and further more XOR operations, required in a
data encoding operation.

We change the overabundance setup (k, m, w) by settling m on 3 and w on 4, and growing k from 4 to 13. For a given
overabundance plan, we disentangle data to copy lost data with CaCo and Hadoop-EC, and accumulate the deciphering
time. With these overabundance outlines, simultaneous frustrations of at most three circles can be persevered.

VIL.TESTING

Testing is the most significant inter technological and maintenance stream of validating and verifying the
proposed or designed system for consumer exposure and release. This chapter we have discussed a detailed view on test
cases with respect to the occurrence and inbounding scenarios.

Typically the system is performed with white box testing, black box testing and integration testing under overall
simulation approach. Testing at an IT field is segregated as an independent domain for work and analysis.

6.1 Testing Approaches

Under the proposed system two methods of testing is proposed and conducted for the overall system
maintenance and behavioral validation.

1. Hadoop cluster and Environment Testing
2. Local host and back end management testing

Primarily the system is consisting of independent two modules for testing and each is independent from each
other and thus the detailed view on each unit testing’s and its test cases are shown below.

TEST CASES:
Table 1: Environment Setup
Test Name Environment Setup
Description The system is simulated under the protocol behavior and hence the system
modeling and environment setup is reconfigured and aligned.
Expected Output Environment simulation is successfully achieved
Remark PASS
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Table 2: Hadoop Cluster Configuration

TSC 02

Test Case ID
Test Name Hadoop Cluster Configuration
Description The Hadoop is open source and a detailed download is done. In this module

testing, the configuration of *.shh file and its alignment is computed and
designed.

Expected Output

Hadoop shell is configured and activated

Remark

PASS

Table 3: Apache Server Configuration

Test Case ID TSC 03

Test Name

Apache Server Configuration

Description

Apache foundation software is downloaded and configured for port 8080 to
achieve faster gaining source on realigned data module and its activated
unit.

Expected Output

Local host activated successfully

Remark PASS
Table 4: Application Alignment
Test Case ID TSC 04
Test Name Application Alignment
Description The application is aligned with respect to the front end coding IDE and

backend data base under local host. The port address is fetched and gained
in this module

Expected Output

Alignment is successfully done.

Remark

PASS

Table 5: File Selection Module

Test Case ID

Test Name

File Selection Module
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Description

Cloud infrastructure is aligned and file is selected from the open location
for uploading and thus the successful selection is done with address and
path selection

Expected Output

File is successfully selected and aligned

Remark PASS
Table 6: File Uploading and Storage
Test Case ID TSC 06
Test Name File Uploading and Storage
Description The file on selection has to be uploaded and stored for future prediction and

retrieving. This is overall a segmented unit for resource sharing and
monitoring.

Expected Output

Fetching the uploaded log results

Remark PASS
Table 7: File Searching Operation
Test Case ID TSC 07
Test Name File Searching Operation
Description On searching, a request in sent from one instance to another based on the

availability, the Cauchy’s approach is appended and results are retrieved

Expected Output

Fetch File results

Remark

PASS

Table 8: File Selection

Test Case ID

Test Name

TSC 08

File Selection and Prediction

Description

Validation of selective file is done in this unit for retrieving and analyzing
the predicted file system for development and design under activated
approaches.

Expected Output

Selection is successfully achieved
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Remark PASS
Table 9: System Integrated Testing

Test Name System Integrated Testing and Validation

Description The overall system is integrated and validated in this module for detailed
analysis and system conditioning behavior. The overall approach is made
according to the requirement of application working.

Expected Output Successfully validate the application design objective

Remark PASS

VIL.SNAPSHOTS

The proposed system is validated and successfully aligned for design objective to achieve a fast and predictive
shorter range of file retrieval process using cauchy’s approach of matrix and XOR terminology. Under this approach
the system is simulated under Hadoop environment for local host (apache) and framework (eclipse IDE) with a java
based interacting programming language.

In the process, the first step is too aligned and configures the incoming request unit for analysis and design. In
this approach a system is formulated as shown in Fig S1.

eclipse.desktop Tal H 3 ED(48%) 4) 1:42AM %
Java EE - Eclipse

=3 AR B ]

59 Java EE

= b = B8 g outliR = 0

Anoutline is not available.

[#2 Markers [ Properties | 4% Servers % | ¥ Data Source Explorer [ Snippets & Console
B 3% 0 & @ @

& 1item selected

Fig .S1 Apache Server Activation and Configuration

7.1 Login Page:
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The system on activation is landed to this page under an active manner of web technological packages such as
html and css under sub-active java scripts in animation. The Fig S2 demonstrates the landing page for the proposed
system

Apps - Mozilla Firefox wil B) 3 ®3(48%) ) 1:43AM I
Ol
@ localhost a v &||Q searct w B8 4+ A O =

?

~ i

B
-
E——
Ee—ny
—XN

=

Fig .S2 Login page at Local Host

At this instance, the local host is initialed and running for active connection under port 8080. This page consists of home
indexing, admin login indexing and contact indexing. Under the proposed system, the admin login is the next step for
execution and processing. Hence the upcoming snapshot is related to admin login form

7.2 Admin Login and Validation:

The proposed system is simulated for an active admin role, in this manner a selective approach is made to
analyses and predefines the overall system condition in fetching the authentication.

Incremental - Mozilla Firefox Tal m 3 E3(47%) 4) 1:44AM I

Incremental

€ ) ® localhost:8080/caco/goto_admin_page.action v C||Q searct w B ¥ A © =

Home Contact Q

ADMIN LOGIN
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admin

Password
....4

LOGIN

dEOEE T 1o i Je | K

Fig. S3 Admin login & Authentication
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Under this segment the authentication of the admin with its username and password is achieved and processed.
Under real time scenario the authentication is mapped with authenticating server for username and password verification
and matching.

7.3 Input and File Uploading

In this snapshot, the authentication is done with respect to previous unit and under this section of Fig S4, we
have shown a detailed view of input and file selection process. Under this scenario the file is selected and uploaded for
the searching.The search operation is done with respect to the main frame of cauchy’s matrix and XOR approach as
shown in below snapshot

Incremental - Mozilla Firefox 7l H 3 B (47%) «) 1:45AM %

¥ Connecting...

_(- localhost » X | |Q search %*Ba ¥ ¥ & © =

Home Search Graph Logout

SEARCH

I LERIE

Input File Name
input.owl
Subject

Predicate

type
Object

SEARCH

LSO~

Subject Predicate Object
- hiip://dbpedia.org/ontology/ hitp:/iwvww.w3.0rg/1999/02 hitp:/iwww.w3.0rg/2002/07
Waiting for localhost.... [22-rdf-syntax-ns#tvpe Jowl#Ontoloay

Fig.S4 Input Scenario and Searching
7.4 Output Results and Prediction

The result of the system application is demonstrated in below mentioned diagram and according to this the
detailed snap shot is demonstrated. The file under search is shown and monitored based on prediction and shortest
approach to download.
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Fig. S5 File Search Results and Predictions
VIII. CONCLUSION AND FUTURE ENHANCEMENT

In the proposed system we have successfully designed and developed an overall Cauchy’s theorem and
snapshots are projected in Appendix A, the system was designed to achieve performance gain with decreased delay rate
for cloud data accessing and retrieving. In this proposed system, the architectural based implementation is been
conducted with a significant results. Each of the nodes is performing an individual task for data loading and returning
back indexing address.

In future, the Cauchy’s rule can be incubated with bandwidth of performance with respect to time for series
computation of delay in network node retiring. The delay time reduction under narrow network is still a bottle neck
situation. Either of this can be improvised with technical reduction of data sets and its indexing.

ACKNOWLEDGEMENT

I am highly obliged to Department of computer science and engineering, UBDT college of engineering. And |
am highly grateful and thankful to our guide Prof .B.N.Veerappa for his valuable instructions, guidance, corrections in
my project work and presentation.

REFERANCES
[1] L. N. Bairavasundaram, A. C. Arpaci-Dusseau, R. H. Arpaci-Dusseau,G. R. Goodson, and B. Schroeder, “An analysis

of data corruption in the storage stack,” Trans. Storage, vol. 4, pp. 8:1-8:28, Nov. 2008.

[2] J. L. Hafner, V. Deenadhayalan, W. Belluomini, and K. Rao, “Undetected disk errors in raid arrays,” IBM J. Res.
Dev., vol. 52, pp. 413-425, July 2008.

[3] D. Ford, F. Labelle, F. I. Popovici, M. Stokely, V.-A. Truong, L. Barroso, C. Grimes, and S. Quinlan, “Availability in
globally distributed storage systems,” in Presented as part of the 9"USENIX Symposium on OperatingSystems Design
and Implementation, (Berkeley, CA), USENIX, 2010.

[4] B. Calder, J. Wang, A. Ogus, N. Nilakantan, A. Skjolsvold, S. McKelvie, Y. Xu, S. Srivastav, J. Wu, H. Simitci, J.

Haridas, C. Uddaraju, H. Khatri, A. Edwards, V. Bedekar, S. Mainali, R. Abbasi, A. Agarwal, M. F. u. Hag, M. 1. u. Haq,
D. Bhardwaj, S. Dayanand, A. Adusumilli, M. McNett, S. Sankaran, K. Manivannan, and L. Rigas, “Windows azure

All Rights Reserved, @IJAREST-2016
105



International journal of Advance Research in Engineering, Science & Technology(IJAREST)
Volume 3, Issue 6, June-2016 e-ISSN: 2393-9877, p-ISSN: 2394-2444

storage: A highly available cloud storage service with strong consistency,” in Proceedings of the Twenty-Third ACM
Symposium on Operating SystemsPrinciples, SOSP *11, (New York, NY, USA), pp. 143-157, ACM, 2011.

[5] J. Kubiatowicz, D. Bindel, Y. Chen, S. Czerwinski, P. Eaton, D. Geels, R. Gummadi, S. Rhea, H. Weatherspoon, W.
Weimer, C. Wells, and B. Zhao, “Oceanstore: An architecture for global-scale persistent storage,” SIGPLAN Not., vol.
35, pp. 190-201, Nov. 2000.

All Rights Reserved, @IJAREST-2016
106



