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Abstract— In our project important parts are opinion mining, spam detection, company rating and data
cleaning. In data cleaning we had clean the data which are unwanted and also count the how many data are
removed. Spam detection is based on the data cleaning process. Spam detection is identify in data which are
spam or non-spam data based on same user, same ip address, same product id and same time. Opinion mining
is based on the Non-spam data. In opinion mining process we can find the positive reviews, negative reviews
and neutral reviews. For opinion mining we are used naive Bayesian algorithm. All data are stored in dataset.
Company rating is also based on data cleaning process. In company rating we can find the highest rated
company.

Keywords—Opinion mining and sentiment analysis, web mining, system flow, naive Bayesian algorithm,
Applications, Techniques.

l. INTRODUCTION

Opinions are one type of human activity or behaviour. People can make decisions on some things or thoughts.
People can share own thoughts on web. In other words we can say sentiment, attitudes, emotions, evaluations of
people. It is not only for individual. It is basically natural language process. [3] People can give own opinion for
some tasks. This project we will make for the online shopping or various e-commerce websites. “What other
people think” has always been an important piece of information for most of us during the decision-making
process. In today’s world, there are so much data available on the internet.[2] It includes the customer reviews
on different products also. It is general tendency that before purchasing any product, we go through the reviews
written on the website of that product. [1] By reading those reviews customer takes decision. Reviews, the
company can come to know that what is lacking in their product. This gives good incentives for review/opinion
spam. In this system we are implement the data in Microsoft visual studio 2010/2013. We have already database
in MS-access We had done the all steps of system flow. We had implemented the system on cleaning data and
non-spam data. [1]

1. LITERATURE REVIEW

In recent year web mining is favourite area for many researchers. Peoples are used many sites on web. so User
can give opinion on product and other items. Users share the thoughts. User interact with server, site, and
people.[2] An important part of our information-gathering behaviour has always been to find out what other
people think. In that project we will done spam detection, text mining, review rating opinion mining, data
mining, emotion mining on opinion of the people. Our goal is rate to the product based on review mining.
Opinion mining, spam detection and company rating is this project main concept.[1] We are take the permission
for dataset to author. E-commerce website is main site is our project. People can give reviews on the different
products. It is based on product reviews. Our activities are finding dataset, data cleaning, data transformation,
data integration, data mining, spam detection and company rating. This project is based on different types of
analysis.[3] Naive Bayesian algorithm is used for opinion mining and sentiment analysis. Naive Bayesian
algorithm is apply on dataset. It is compare reviews with positive words and negative words. It is split to
sentence and check one by one word. It can find positive reviews and negative reviews. [1]
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. SYSTEM FLOW

FIG.1 System work

IV.  ALGORITHM

We are using Naive Bayesian algorithm for our project. Three conditions applied in opinion mining. It is
classification theorem.

STEP:-1
If the probability of positive label is greater than the negative, then the sentence or opinion is positive.

P(X/Pos_Count)P(Pos_Count)>P(X/Neg_Count)P(Neg_Count) (Positive)

STEP:-2

If the probability of negative label is greater than the positive, then the sentence or opinion is negative.
P(X/Neg_Count)P(Neg_Count)>P(X/Pos_Count)P(Pos_Count) (Negative)

STEP:-3

If the probability of positive minus probability of negative is zero, then it is neutral.

P(X/Neg_Count)P(Neg_Count)-P(X/Pos_Count)P(Pos_Cou nt) =0 (Neutral)
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Generate two files for the database (the file of words with
labels and the file

Split sentence into single words

of words

Compare the individual words of the sentence with database

label

While comparing, find the probability of positive and negative

l

Compare the probability of positive and negative label

|

According the comparison, find the polarity

F1G.2 Steps of algorithm

V.
1) Here display the original dataset.
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F1G.3 Original dataset

2) Here select the table of dataset.

Select Tabde
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FI1G.4 Select the database
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3) Here select the columns of which we need.

Columns

IPaddress
Usenid
Productid
Rating

Date
Reviewtime
Reviews

| Price
Company
Reviewid

FIG.5 Select Column

4) Display the original dataset in Grid view.
ettt e e i s e A

FI1G.6 Display Original dataset

5) Data cleaning process is removed the unwanted data and display in Grid view.

FI1G.7 Display Data cleaning data
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6) Spam detection process is comparing some fields and if match so it is in spam data and if not so it is in
non-spam data. Here display the Spam data in Grid view.
7) Here display the spam data in grid view and also stored in database.

e

F1G.8 Display Spam data

8) Here display the non-spam data and also stored in database.

F1G.9 Display Non-spam data

9) Now start opinion mining process and it’s based on the non-spam data. And it’s also based on positive-negative
word directory. All data stored in direct database. Below figure in display the data of positive reviews and stored
in direct data table.

| NEEER  onwsmses 3 MRS TS 17 LESED OIS | b (T gl s oy Ty W (TS AT P T

F1G.10 Display and stored Positive reviews data

10) Here stored the Negative reviews in data table.
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FI1G.11 Display and stored Negative reviews data

11) Here stored the Neutral reviews data in data table.

S R T T R T =
A M T LA W 4 A S | it B g

......

F1G.12 Display and stored Neutral reviews data

VI. GRAPH
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FIG.14 Data cleaning
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F1G.15 Spam detection
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FI1G.17 Company rating

VII. CONCLUSION

In this paper we had used naive Bayesian algorithm. We had done three activities opinion mining, spam
detection and company rating. We will improve the system on large dataset.
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