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Abstract  
Dijkstra’s Algorithm is one of the popular algorithm for finding shortest path in computer science. As well it is also 
popular in operations research. It is generally presented and viewed as a greedy algorithm. In this Article we 
attempt to change this perception by providing a dynamic programming perspective on the algorithm. This Article 
present Dijkstra’s is a greedy as well dynamic programming algorithm.  
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I. INTRODUCTION 

A greedy algorithm is one that at a given point in time, makes a local optimization.  Dynamic programming can be 
thought of as 'smart' recursion.  It often requires one to break down a problem into smaller components that can be 
cached. Greedy is indeed a special case of Dynamic Programming. In dynamic programming a set of solutions to 
smaller problems are derived and pick the best among them. While in greedy algorithm, one of the solutions to 
smaller problems to be the optimal one (depending on certain properties of the problem) and don't examine other 
solutions. Suppose Given an array of integers, to find the longest zigzag sub array (which may be non-contagious). 
A naive dynamic programming solution would be to store the longest zigzag sub array ending at the ith position in 
d[i].Then use the recurrence relation, d[i+1] = 1 + max{d[j] : j <= i and zigzag property is maintained}. This runs in 
O (n^2) time. A greedy will start from the first index and move forward to include a point where the 'derivative' 
changes sign. This will run in O (n) time. The choice to pick and believe one sub-solution ('derivative' change 
point) to be optimal saves a lot of time here, but is essentially just dynamic programming with sub-solution sample 
space pruned. 

 
II. RELATED RESEARCH 

  Let’s take example of one graph. 

     

Fig: 1.1 Graph  

 
Where, AB = 1, AC = 2, CD = 4.Suppose we need to compute the shortest distance between A and D. 
A dynamic programming algorithm solves sub-problems. So, a sub-problem would be finding the shortest distance 
to a node that lies in a path between A and D. But Dijkstra's doesn't do that.  
Dynamic programming is focus on the Principle of Optimality, for any problem solution is optimal then solution 
of sub-problem is also optimal. Whereas, the greedy technique focuses on expanding partially constructed solutions 
until you arrive at a solution for a complete problem. It is then said, it must be "the best local choice among all 
feasible choices available on that step". 
If we consider the problem " For make change with dollars, pound, and rupee." This is a greedy problem. It 
exhibits optimal substructure because you can solve for the number of dollars. Then, solve for the number of 
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pound. Then the number of rupee. If you combine the solutions to these sub problems is also optimal. Now 
consider the problem "Fibonacci numbers." It exhibits optimal substructure because you can solve F(11) from 
F(10) and F(9) efficiently (by addition). These sub problems overlap because they both share F(8). If the result of 
F(8) when solving F(9), you can solve F(10) more quickly, as about dynamic programming having to do by 
reconsidering decisions: This is not true for any linear dynamic programming algorithm like the maximizing sub 
array problem or the Fibonacci problem. Suppose a problem having optimal substructure as a directed acyclic 
graph whose nodes represent sub problems and whose directed edges represent dependencies between sub 
problems. Then, a greedy problem is a tree (all nodes except the root have unit in degree). A dynamic programming 
problem has some nodes with in-degree greater than one. This illustrates the overlapping sub problems. 
 
 

III. COMPARISION WITH EXISTING WORK 

Dynamic Programming is focus on the Principle of desirability, "An optimal solution to any instance of an 
optimization problem is composed of optimal solutions to its public abstract class". 
Whereas, the greedy technique focuses on expanding partially constructed solutions until you arrive at a solution 
for a complete problem. It is then said, it must be "the best local choice among all feasible choices available on that 
step. 
In Dijkstra's Algorithm, we start from a single node and find the shortest path to each of the other nodes in every 
iteration. If we start from a node A and reach node C via node B, we are in a way using the already solved sub-
problem to compute the shortest path to node C. 
Dijkstra's is a DP, and it doesn't make sense to think of the algorithm as greedy. The sub problems here are the 
computed shortest paths to intermediate vertices. If you were to try and view this as a greedy, choosing a locally 
optimal solution in the context of a general graph doesn't make much sense. While it is crystal clear that DA is 
commonly regarded as a greedy algorithm: it deploys a greedy rule to determine what city should be processed 
next. I guess you can view the algorithm as greedy in that light, although that's a little weird. It's greedy because 
you always mark the closest vertex. It's dynamic because distances are updated using previously calculated values. 
Dijkstra’s Algorithm is a greedy approach at each step, chose the node that the path to it is currently minimized - 
the choice is done greedily based on the local state of the algorithm. Where Dijkstra's is an example of dynamic 
programming even by definition: the sub problem being solved is the distance from the root function applied to 
each node. There are even three references on the Wikipedia page you linked that suggest the same thing. 
Greedy method focuses on expanding partially constructed solutions, it provides many results such as feasible 
solution, more efficient while Dynamic programming: Focuses on principle of optimality, it provides specific 
answers, less efficient. So Dijkstra’s is Greedy method.  

It is a dynamic programming algorithm. We are storing the values of distance from source and once a node is 
visited, we would not be considering it further. This is nothing but storing the distance to a particular node and not 
changing it. We can hence say that there is no duplication. Dijkstra’s algorithm can be considered as finding the 
distance to a destination in a bottom up fashion. Here the only difference is we are finding the distance from source 
and storing it in the matrix. 

IV. CONCLUSION 

Dijkstra's algorithm is a greedy algorithm because when we get a problem, from the initial point we choose the best 
possible way just looking at the initial point we choose the best path and follow it and then we do the same with 
that point. We are not concerned with the distance of other vertex which we might encounter while applying the 
Dijkstra’s algorithm. Using Greedy approach make decision about which edge to merge in every iteration. It uses 
memorization (DP) to actually compute the solution using a solution to a sub-problem. Where as in Dynamic 
programming algorithm might analyse the complete path first, that is it would take whole graph look at each 
combination of possible shortest path and then would have given a solution.  
So, Dijkstra’s algorithm is combination of both - greedy and Dynamic Programming. 
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