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Abstract 

 In the modern times, heart diseases have become prevalent all over globe. Many people die every year because of the 
wrong/misdiagnosis of these heart diseases. Therefore, a need to develop the correct diagnosis of the heart related 
diseases, based on the data from the previous case scenarios is felt. So, to aid the early and precise diagnosis of 
Coronary Heart Diseases, fewer data mining techniques are devised using the large amount of data available to 
medical hospitals. Many algorithms devised are used to assist physicians in diagnosis of the heart diseases, based on 
the different patient parameters like fasting blood sugar, previous heart events, age, etc. This research paper analyses 
the various techniques which include decision tree algorithm, the Naive Bayes algorithm and neural networks 
algorithm, and lists the good and bad in each and every one of them. 
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I. INTRODUCTION 
 

In this research paper, we are dealing with three data mining algorithms- decision tree, Naïve Bayes and the neural 
network, that will be used to classify the data sets based on the patient history and assist the physicians in diagnosing 
coronary heart diseases. Therefore, mining the patient data and using it for the prediction of possible heart diseases in 
forthcoming data can save many lives. 

 In the decision tree algorithm, historical data has been used to form the conditional tree as a machine learning 
method. Afterwards, algorithm will start from root node each time and proceed stepwise based on set of patient 
parameters entered, till it reaches any of the end node. This end node shows probability of person suffering from a 
specific coronary heart disease. 

 The Naïve Bayes algorithm uses different patient parameters and finds probability of a patient having a coronary 
heart disease, based on individual parameters. These individual probabilities later on combined by  some formulae 
is used to find probability of patient suffering from the coronary heart disease, based on all parameters combined. 

 Neural network algorithm help us to train the large amount of patient data, even when input symptoms are less. 
These Neural Networks give more importance to the inputs with the higher weights, which makes more prominent 
parameters of the greater value. 
 

II.  ALGORITHMS 
In the given section, we proceed further to explain each of the data mining techniques: 

2.1.1 DECISION TREE: 
 

These trees are developed by the breakdown of large data sets into subset. But at same time, they also look after 
relation between the data sets. They are traversed in the top-down approach. In Learning phase of algorithm, a set of the 
historical data is taken. Using this data, a tree is formed that satisfies all constraints given in data.  

Afterwards, the algorithm is used to obtain probability of a patient suffering from specific heart condition by means 
of a number of steps. The patient parameters such as age, sex, fasting blood sugar level, drinking and smoking habits, 
and a set of other symptoms( which are predefined in decision tree) are taken during the patient check-up. This collected 
data is then entered into algorithm, which then starts from root node and proceeds further to each corresponding node, 
based on the values of a few parameters. This process continues until patient parameter set is exhausted and the leaf node 
is reached. Along each step, algorithm gets closer to the final diagnosis and its probability is shown, by the value at the 
leaf node. 
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FIGURE 1 DECISION TREE 

2.2 NAIVE BAYES: 
The given algorithm is used to determine separate probability of a person, suffering from a specific coronary heart 

disease, based on a few individual parameters. The patient parameters are entered into system. After this, algorithm takes 
the every single parameter and attributes a probability to it, based on information extracted from historical data, available 
over a system.  

The calculation of probability of a heart disease based on any of the parameter is completely independent of probability 
of the same for any other parameters. The final probability will be a cumulative function of the average of all values of the 
weightage times probability. Once each individual probability is determined, we can now devise a certain formula to 
derive probability of there, being a coronary heart disease based on all parameters combined. Each parameter is given a 
different weightage depending on importance of that parameter, and hence final probability would be a cumulative 
function of the average of all the values of weightage time’s  probability. 

Cumulative probability=∑[(n-N)*P(W-N)]/∑ [n-N] 

 
N=0 to d 

 
Where, W-0, W-1, W-2…..W-d are different parameters and n-0, n-1….n-d is the weightage, given to each of the 

parameters respectively. 

2.3 NEURAL NETWORKS: 
 

Neural Networks are able to use their hidden units to learn from the derived features of the task, that is, classification of 
the patient data and the forthcoming inputs. 

 

This method is always preferred because of the ability to learn from the examples. The inputs to Neural Network would 
be parameters such as sex, cholesterol, age, etc. After training for the numerous iterations until the error is minimized, we 
get actual classification. The fresh data which would be fed will be classified with help of previously fed training data, 
which we got from many hospitals. This process will work in much iteration. Each of the input is initially assigned a 
random weightage. After that, output is computed. Then, output is checked with real set of desired or the ideal output. The 
difference between two is called as error. This algorithm aims at removing and minimizing this error with each of the 
iteration, by adjusting weights of each of the parameter, by the means of some mathematical formulae. Thus, neural 
networking takes time to compute and would arrive at ideal conclusion, even with the fewer input conditions. 

 
III. RESULTS: 

 The algorithms discussed in this paper were- decision trees, Naïve Bayes and Neural networks. As reliability of the 
decision trees depends on precision of input data from the beginning, this might prove difficult when dealing with 
the larger data sets. 
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Though the data used will be from reliable sources, this might prove to be the disadvantage. On other hand, 
decision tree has the advantage of having comprehensive data. 

 

 Naïve Bayes must be combined with the other statistical techniques to classify best features, but it easily runs on 
the larger sets of data because it needs learned probability of a heart, even with respect to the every individual 
parameter and then uses a formula to combine the conditional probabilities to find overall probability of the 
coronary heart disease, occurring in a person with a specific set of parameters. The Naive Bayes algorithm is  
fastest of the three discussed in this research paper, but it needs a moderate sized input set. 
 

 Neural networks are used, when input sets are small. This method has higher time complexity but it is the only 
one method, which will give close ideal results with a limited input data set. The scope for any error is minimal, 
as almost all errors are removed by numerous numbers of iterations. 

 
 

Model Type Prediction Attributes No. of Cases Prediction 

Decision Tree +WHD,+PHD 150 Correct 

-WHD,+PHD 23 Incorrect 

-WHD,-PHD 221 Correct 

+WHD,-PHD 60 Incorrect 

Naïve Bayes +WHD,+PHD 181 Correct 

-WHD,+PHD 34 Incorrect 

-WHD,-PHD 210 Correct 

+WHD,-PHD 29 Incorrect 

Neural 
Network 

+WHD,+PHD 180 Correct 

-WHD,+PHD 33 Incorrect 

-WHD,-PHD 210 Correct 

+WHD,-PHD 31 Incorrect 

 
 

+WHD stands for- Patients with heart disease 
–WHD stands for-Patients with no heart disease 

+PHD stands for- Patients predicted as having heart disease 

–PHD stands for- Patients predicted as having no heart disease 
Figure-2:  Result Table 
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