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Abstract 

 Image Enhancement is one of the most important and difficult techniques in image research. The aim of image enhancement is to 

improve the visual appearance of an image, or to provide a “better transform representation for future automated image 

processing. Many images like medical images ,satellite images, aerial images and even real life photographs suffer from poor 

contrast and noise. It is necessary to enhance the contrast and remove the noise to increase image quality. One of the most 

important stages in medical images detection and analysis is Image Enhancement techniques which improves the quality (clarity) 

of images for human viewing, removing blurring and noise, increasing contrast, and revealing details are examples of 

enhancement operations. The enhancement technique differs from one field to another according to its objective. In this paper, 

“Bit Plane Slicing” method is investigated using MATLAB/Simulink to understand the importance of each bit plane in the image.  
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Introduction 

The existing techniques of image enhancement can 

be classified into two categories: Spatial Domain and 

Frequency domain enhancement. Image enhancement is 

basically improving the interpretability or perception of 

information in images for human viewers and providing 

`better' input for other automated image processing 

techniques. The principal objective of image enhancement 

is to modify attributes of an image to make it more suitable 

for a given task and a specific observer. During this 

process, one or more attributes of the image are modified. 

The choice of attributes and the way they are modified are 

specific to a given task. Moreover, observer-specific 

factors, such as the human visual system and the observer's 

experience, will introduce a great deal of subjectivity into 

the choice of image enhancement methods. There exist 

many techniques that can enhance a digital image without 

spoiling it. The enhancement methods can broadly be 

divided in to the following two categories:   

1. Spatial Domain Methods  

2. Frequency Domain Methods   

In spatial domain techniques [1], we directly deal 

with the image pixels. The pixel values are manipulated to 

achieve desired enhancement. In frequency domain 

methods, the image is first transferred in to frequency 

domain. It means that, the Fourier Transform of the image 

is computed first. All the enhancement operations are 

performed on the Fourier transform of the image and then 

the Inverse Fourier transform is performed to get the 

resultant image. These enhancement operations are 

performed in order to modify the image brightness, contrast 

or the distribution of the grey levels. As a consequence the 

pixel value (intensities) of the output image will be 

modified according to the transformation function applied 

on the input values. Image enhancement is applied in every 

field where images are ought to be understood and 

analyzed. For example, medical image analysis, analysis of 

images from satellites etc. Image enhancement simply 

means, transforming an image f into image g using T. 

(Where T is the transformation. The values of pixels in 

images f and g are denoted by r and s, respectively. As said, 

the pixel values r and s are related by the expression,   

                            s = T(r)          (1)   

Where T is a transformation that maps a pixel value r 

into a pixel value s. The results of this transformation are 

mapped into the grey scale range as we are dealing here 

only with grey scale digital images. So, the results are 

mapped back into the range [0, L-1], where L=2k, k being 

the number of bits in the image being considered. So, for 

instance, for an 8-bit image the range of pixel values will be 

[0, 255].   

 

Bit-plane slicing 

Instead of highlighting gray-level ranges, highlighting the 

contribution made to total image appearance by specific bits 

might be desired. Suppose that eachpixel in an image is 

represented by 8 bits. Imagine that the image is composed 
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of eight 1-bit planes, ranging from bit-plane 0 for the least 

significant bit to bitplane 7 for the most significant bit. In 

terms of 8-bit bytes, plane 0 contains all the lowest order bits 

in the bytes comprising the pixels in the image and plane 

7 contains all the high-order bits.Figure 1 shows the various 

bit planes for the image shown in Fig. 3.13. Note that the 

higher-order bits (especially the top four) contain the majority 

of the visually significant data.The other bit planes contribute 

to more subtle details in the image. Separating a digital image 

into its bit planes is useful for analyzing the relative 

importance played by each bit of the image, a process that aids 

in determining the adequacy of the number of bits used to 

quantize each pixel. Also, this type of decomposition is useful 

for image compression. 

                               Figure 1 
 

III. SIMULATION AND RESULTS 

(a)Instructions 

imshow(I) displays the image I in a Handle Graphics® figure, 

where I is a grayscale, RGB (truecolor), or binary image. For 

binary images, imshow displays pixels with the value 0 (zero) 

as black and 1 as white. 
 

double(x) returns the double-precision value for X. If X is 

already a double-precision array, double has no effect. 

 

bitand(integ1,integ2) returns the bit-wise AND of values 

integ1 and integ2. 

 

(b)Program 1 

I=imread('cameraman.tif'); 

I1=double(I) 

imshow(I) 

  

MSB=128*ones(256,256); 

MSB_1=bitand(MSB,I1); 

subplot(2,4,1);imshow(MSB_1) 

  

plane1=64*ones(256,256); 

plane_1=bitand(plane1,I1) 

subplot(2,4,2); imshow(plane_1) 

  

plane2=32*ones(256,256); 

plane_2=bitand(plane2,I1) 

subplot(2,4,3); imshow(plane_2) 

  

plane3=16*ones(256,256); 

plane_3=bitand(plane3,I1) 

subplot(2,4,4); imshow(plane_3) 

  

plane4=8*ones(256,256); 

plane_4=bitand(plane4,I1) 

subplot(2,4,5); imshow(plane_4) 

  

plane5=4*ones(256,256); 

plane_5=bitand(plane5,I1) 

subplot(2,4,6); imshow(plane_5) 

  

plane6=2*ones(256,256); 

plane_6=bitand(plane5,I1) 

subplot(2,4,7); imshow(plane_6) 

  

plane7=1*ones(256,256); 

plane_7=bitand(plane7,I1) 

subplot(2,4,8); imshow(plane_7) 

 

 
Fig 3.Bit 0 to Bit 7 

(c)Program 2 Gray level slicing 

Programme 

I1= imread('cameraman.tif'); 

 subplot(1,2,1) 

imshow(I1) 

A=I1; 

[a,b]=size(I1); 

for i=1:1:a 

   for j=1:1:b 

       if (A(i,j)>=100 && A(i,j)<=150) 

           B(i,j)=100; 

       else 

           B(i,j)=A(i,j); 

       end 

   end 

 end 

http://www.google.co.in/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRw&url=http%3A%2F%2Fblog.aliekberyacin.net%2Fc-goruntu-isleme-1-8-bit-plane.html%2F&ei=i0kiVePWHNCVuASJh4GQBw&bvm=bv.89947451,d.c2E&psig=AFQjCNH2hONdWVH8aAP2Kgt7AEkz4DDY1g&ust=1428396768138369
http://www.google.co.in/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRw&url=http%3A%2F%2Fblog.aliekberyacin.net%2Fc-goruntu-isleme-1-8-bit-plane.html%2F&ei=i0kiVePWHNCVuASJh4GQBw&bvm=bv.89947451,d.c2E&psig=AFQjCNH2hONdWVH8aAP2Kgt7AEkz4DDY1g&ust=1428396768138369
http://in.mathworks.com/help/images/ref/imshow.html#inputarg_I
http://in.mathworks.com/help/matlab/ref/bitand.html#inputarg_integ1
http://in.mathworks.com/help/matlab/ref/bitand.html#inputarg_integ2
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D=uint8(B) 

subplot(1,2,2) 

 imshow(D) 

original image gray level 100 to 150 assign 100 value

 
Fig. 4 Gray level slicing 

(D)Program 3 Power law transformation 

I1= imread('cameraman.tif'); 

 subplot(1,2,1) 

 imshow(I1) 

title('original image') 

u=double(I1) 

s=50*power(u,0.25) 

subplot(1,2,2) 

imshow(uint8(s)) 

title('power law tran. 50*(u^.25)') 

original image power law tran. 50*(u.25)

 
Fig. 5 Power law transformation 

(E)Program 4 Negative image 

 I1= imread('cameraman.tif'); 

 subplot(1,2,1) 

imshow(I1) 

title('original image') 

A=I1; 

[a,b]=size(I1); 

for i=1:1:a 

   for j=1:1:b 

       B(i,j)=(255-A(i,j)); 

   end 

 end 

C=uint8(B) 

subplot(1,2,2) 

imshow(C) 

title('negative image') 

 

original image negative image

  
Fig. 6 Negative image 

(F)Program 4 Log transformation 

I1= imread('cameraman.tif'); 

subplot(1,2,1) 

imshow(I1) 

title('original image') 

A=I1; 

[a,b]=size(I1); 

for i=1:1:a 

for j=1:1:b 

B11(i,j)=(A(i,j)); 

C11(i,j)=30*(log(B11(i,j))); 

end 

end 

D=uint8(C11) 

subplot(1,2,2) 

imshow(D) 

title('LOG TRANSFRMATION') 

original image LOG TRANSFRMATION

 
Fig. 7 Log transformation 

III.Conclusion 

In this paper we have simulated different  methods like   Gray 

level slicing , Power law transformation , Negative image , 

Log transformation for different applications. Here we have 

also simulated images in different planes from Bit0 to Bit7. 

The methods for which we have received results are spatial 

domain method. 
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