
            International Journal of Advance Research in Engineering, Science & 
Technology  

e-ISSN: 2393-9877, p-ISSN: 2394-2444 

Volume 5, Issue 6, June-2018 

All Rights Reserved, @IJAREST-2018 

Impact Factor (SJIF): 5.301 

 

44 

 

Summarization of Abstractive Multi-document using Sub-graph & Network 

SHUBHAM CHORDIYA
1
, MAYURI GAVATE

2
, ASHWINI KAMBLE

3 

1Department of Computer Science, SKNSITS, Lonavala. Maharashtra, India 

2Department of Computer Science, SKNSITS, Lonavala. Maharashtra, India 

3Department of Computer Science, SKNSITS, Lonaval. Maharashtra, India 

 

 

Abstract — Automatic multi-document theoretical summarization system is employed to summarize many documents 

into a brief one with generated new sentences. Several of them square measure supported word-graph and ILP technique, 

and much of sentences square measure unnoticed thanks to the serious computation load. to cut back computation and 
generate legible and informative  summaries, we have a tendency to propose a completely unique theoretical  multi-

document summarization system supported chunk-graph (CG) and repeated neural network language model (RNNLM). 

In our approach, A CG that relies on word-graph is made to prepare all data in a very sentence cluster, CG will cut back 

the scale of graph and keep additional linguistics data than word-graph. we have a tendency to use beam search and 

character-level RNNLM to come up with legible and informative summaries from the CG for every sentence cluster, 

RNNLM may be a higher model to gauge sentence linguistic quality than n-gram language model. Experimental results 

show that our planned system outperforms all baseline systems and reach the state-of-art systems, and therefore the 

system with CG will generate higher summaries than that with standard word-graph. 

 

INTRODUCTION 

Automatic multi-document account system aims to get informative and decipherable account from multidocument. 
Recent approaches may be classified into 2 sorts, extractive multi-document account systems and theoretical multi-

document account systems. The previous scores the sentences from supply documents and directly extract high score 

sentences because the summaries. This sort of systems, which might be simply enforced, square measure ready to get 

higher linguistic quality summaries. Whereas it will have many limits compared with the latter [1]. As for theoretical  

systems, they have to grasp the supply documents foremost then generate new sentences as summaries that square 

measure a lot of informative than that of extractive systems. whereas it's exhausting for theoretical  systems to get 

decipherable sentences. we have a tendency to describes recent works regarding document account system in Section II. 

 

In order to get decipherable and informative summaries for documents, we have a tendency to propose a unique 

theoretical multi-document summarization system supported chunk-graph and perennial neural network language model 

(RNNLM) [2]. The small print of our approach square measure delineated in Section III. Chunk-graph relies on word-
graph [3], it will compress similar sentences and generate a directed graph supported chunks and their relations, then gets 

compressed sentences from short ways on the graph. RNNLM is in a position to gauge the linguistic quality of 

summaries. Our approach consists of the subsequent four steps: 

• Generating sentence clusters from supply documents. We will extract many topics of supply documents and eliminate 

redundancies among documents when this step. 

• Generating chunk-graph for every cluster. To scale back size of the graph, we have a tendency to use chunks rather than 

words because the basic units on the graph (we denote the graph as chunk-graph (CG)). As for those chunks expressing 

identical which means however in several ways in which, co-reference resolution (CR) has been applied to merge them. 

• Exploitation beam search to search out candidate ways in every CG. Throughout the search method, there square 

measure many rules to come to a decision that node to be searched. We have a tendency to use the typical chance score 

calculated by RNNLM to gauge the linguistic quality of each candidate path so we will get decipherable summaries. 

• Considering the foremost informative sentence ought to be place within the 1st place, therefore we have a tendency to 
use Lexrank to induce the informative score for every outline of cluster, outputting them in descendant order in step with 

their score because the whole summaries.  

 

Our approach is especially galvanized by the works of [3] and [5]. Compared with them, the foremost necessary 

contribution of our work is that the CG and therefore the method of looking best path as outline in CG. Our CG technique 

relies on the word-graph approach of [3], and it will keep a lot of linguistics info in supply sentences than word-graph so 
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we will recover summaries. Our search method will notice a lot of ways in CG than the random choice within the work of 

[5], ensuring that sensible sentence ways won‘t be unheeded. Besides, The RNNLM applied in our approach may be a 

higher thanks to assess sentence linguistic quality than the Tri-gram language model utilized in [5]. we have a tendency 

to assess our planned technique on the DUC2004 dataset1 by ROUGE scores [4], the ROUGE-2 and ROUGE-SU4 

scores obtained by our technique outperforms several baseline and reach the state-of-art systems that show the 

effectiveness of our approach. Section IV describes our experiments and results. we have a tendency to conjointly 

calculate the typical size of CG and word-graph on the DUC2004 dataset, the result shows that with the assistance of CG 

and chromium, graph size has been greatly reduced rather than exploitation word because the basic unit. Besides, CG is 
in a position to filter a lot of sentence ways in low linguistic quality. 

  

I. PROBLEM STATEMENT 
A novel theoretic multi-document summarization system supported chunk-graph (CG) and perennial neural network 

language model (RNNLM). A CG that is predicated on word-graph is made to arrange all data in a very sentence cluster, 

CG will cut back the scale of graph and keep additional linguistics data than word-graph.  System outperforms all 

baseline systems and reach the state-of-art systems, and also the system with CG will generate higher summaries than 

that with standard word-graph. 

 

II. LITERATURE REVIEW 
 

1.  Title : Efficient Estimation of word representation in vector space 
Author:- Thomas Mikolov, Kai Chen, et.al  
The quality of those representations is measured in a very word similarity task, and therefore the results ar compared to 

the antecedently best performing arts techniques supported differing types of neural networks. 

2. Title : Clustering by fast search and find of density peaks 

Author:- Shuliang Wang, Dakui Wang, Caoyuan Li, Yan Li 

We outline a replacement thanks to mechanically extract the edge price of�� from the first dataset by victimization the 
potential entropy of knowledge field. 

3. Title : Rouge: A package for automatic evaluation of summaries 

Author:- Chin-Yew Lin 
Four completely different ROUGE measures: ROUGE-N, ROUGE-L, ROUGE-W, and ROUGE-S enclosed within the  

ROUGE report analysis package and their evaluations. 

 

III. EXISTING SYSTEM 
 

Automatic multi-document theoretical report system is employed to summarize many documents into a brief 

one with generated new sentences. Several of them square measure supported word-graph and ILP 

methodology, and plenty of sentences are ignored because of the heavy computation load. 

 

ARCHITECTURE DIAGRAM OF SYSTEM 
 

 
Figure 3.2. Architecture diagram 
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IV. ALGORITHM 
 

● Algorithm : Sentence Level Clustering 
Step 1: Enter the user query. 

(e.g., What is java.) 

Step 2: Apply Steaming and stopping 

(e.g., Remove stop words.  

Here in this example, ‗what‘ and ‗is‘ words will be removed) 
Step 3: Remaining words will be search in the another document file in database. 

Step 4: result will be displayed as sentences where the keyword is present. 

 

● Algorithm : TCV 
During tweet stream clustering, it is necessary to maintain statistics for tweets to facilitate summary generation. 

In this section, we propose a new data structure called tweet cluster vector, which keeps information of tweet 

cluster. 

 

For a cluster C containing tweets t1; t2; . . . ; tn, its tweet cluster vector is defined as a tuple: 

TCV (C) = (sum_v; wsum_v; ts1; ts2; n; ft_set), 

 Where 

Term frequency (tf) for w = no. of times w occur in doc. / total no. of words in document  
 

Idf (t, D) = log N / {d ϵ D : t ϵ d} 

 

Tvi = {tf , idf} 

 

Sum v ¼ 

Pn  

tvi=jjtvijj is the sum of normalized textual vectors, 

 wsum v ¼ 

Pn 

i¼1 wi  tvi is the sum of weighted textual vectors, 
 ts1 ¼ 

Pn 

i¼1 tsi is the sum of timestamps, 

ts2 ¼ 

Pn 

i¼1 tsiÞ2 is the quadratic sum of timestamps, n is the number of tweets in the cluster, and ft set is a focus tweet 

set of size m, consisting of the closest m tweets to the cluster centroid. 

The form of sum v is used for ease of presentation. In fact, we only store the identifiers and sums of values of 

the words occurring in the cluster. The same convention is used for wsum v. To select tweets into ft set, we use 

cosine similarity as the distance metric. 

From the definition, we can derive the vector of cluster centroid (denoted as cv) 

cv ¼ 
Xn 

i¼1 

wi  tvi 

n ¼ wsum v=n: (1) 

The definition of TCV is an extension of the cluster feature vector proposed in [2]. Besides information of data 

points (textual vectors), TCV includes temporal information and representative original tweets. As in [2], our 

TCV structure can also be updated in an incremental manner when new tweets arrive. 

 

 

V. MATHEMATICAL MODEL 
 
S = {I, P, O} 

I = Input 

U = user 

Tw = tweet 

Tp = time period 

T = time 
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Sr - S 

Processing – P  

Step 1 – U enter Tp to retrieve the Tw from that Time duration 

Step 2 -  Sr Twn between given Tp  

Step 3 – Display Twn during Tp 

Output  

O = generate summary on Tw 

 
 

HARDWARE REQUIREMENT 
 

System Processors   :  Core2Duo 

Speed    : 2.4 GHz 

Hard Disk              :  150 GB 

 

 

VI. ADVANTAGES 
 

User interests and moving preferences that change over time. 

 
 

VII. APPLICATION 
 

Social media application. 

Summary generation  

Filtering system  

 

VIII. RESULT ANALYSIS 
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IX. CONCLUSION AND FUTURE SCOPE 
 

We introduced associate theoretic multi-document summarization system supported chunk-graph and perennial neural 

network language model. We have a tendency to apply beam search with some rules to search out informative methods in 

chunk-graph. A personality level perennial neural language model is employed to make sure the summaries square 

measure decipherable. Our results on the DUC 2004 dataset show that chunk-graph approach outperforms all baseline 

systems and reach the state-of-art systems. Our results additionally show that the chunk-graph primarily based 

summarization system will generate higher summaries than word-graph based summarization system. We have a 

tendency to commit to adopt word-level RNNLM to enhance our summaries linguistic quality within the future, 

victimization a lot of linguistics info to construct higher CG. 

 

ACKNOWLEDGMENT 
 

Authors want to acknowledge Principal, Head of department and guide of their project for all the support and help 

rendered. To express profound feeling of appreciation to their regarded guardians for giving the motivation required to 

the finishing of paper. 

 

REFERENCES 
  

[1] G. Carenini and J. C. K. Cheung, ―Extractive vs. nlg-based abstractive summarization of evaluative text: The effect of 

corpus controversiality,‖ in Proceedings of the Fifth International Natural Language Generation Conference. 

Association for Computational Linguistics, 2008, pp. 33–41. 

[2] T. Mikolov, M. Karafi´at, L. Burget, J. Cernock`y, and S. Khudanpur, ―Recurrent neural network based language 
model.‖ in Interspeech, vol. 2, 2010, p. 3. 

[3] K. Filippova, ―Multi-sentence compression: finding shortest paths in word graphs,‖ in Proceedings of the 23rd 

International Conference on Computational Linguistics. Association for Computational Linguistics, 2010, pp. 322–330. 

[4] C.-Y. Lin, ―Rouge: A package for automatic evaluation of summaries,‖ in Text summarization branches out: 

Proceedings of the ACL-04 workshop. Barcelona, Spain, 2004. 

[5] S. Banerjee, P. Mitra, and K. Sugiyama, ―Multi-document abstractive summarization using ilp based multi-sentence 

compression,‖ in Proceedings of the 24th International Conference on Artificial Intelligence. AAAI Press, 2015, pp. 

1208–1214. 

[6] W. Li, ―Abstractive multi-document summarization with semantic information extraction,‖ in Proceedings of the 

2015 Conference on Empirical Methods in Natural Language Processing, 2015, pp. 1908–1913. 

[7] B. Hu, Q. Chen, and F. Zhu, ―Lcsts: A large scale chinese short text summarization dataset,‖ arXiv preprint 
arXiv:1506.05865, 2015. 

[8] A. M. Rush, S. Chopra, and J. Weston, ―A neural attention model for abstractive sentence summarization,‖ arXiv 

preprint arXiv:1509.00685, 2015. 



International Journal of Advance Research in Engineering, Science & Technology (IJAREST) 
Volume 5, Issue 6, June 2018, e-ISSN: 2393-9877, print-ISSN: 2394-2444 

 

All Rights Reserved, @IJAREST-2018 
49 

[9] D. Bahdanau, K. Cho, and Y. Bengio, ―Neural machine translation by jointly learning to align and translate,‖ arXiv 

preprint arXiv:1409.0473, 2014. 

[10] J. Gu, Z. Lu, H. Li, and V. O. Li, ―Incorporating copying mechanism insequence-to-sequence learning,‖ arXiv 

preprint arXiv:1603.06393, 2016. 

[11] S. Bird, ―Nltk: the natural language toolkit,‖ in Proceedings of the COLING/ACL on Interactive presentation 

sessions. Association for Computational Linguistics, 2006, pp. 69–72. 

[12] K. Toutanova, D. Klein, C. Manning et al., ―Stanford core nlp,‖ The Stanford Natural Language Processing Group. 

Available: http://nlp. stanford. edu/software/corenlp. shtml. Accessed, 2013. 
[13] G. Erkan and D. R. Radev, ―Lexrank: Graph-based lexical centrality as salience in text summarization,‖ Journal of 

Artificial Intelligence Research, vol. 22, pp. 457–479, 2004. 

[14] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,―Distributed representations of words and phrases and 

their compositionality,‖ in Advances in neural information processing systems, 2013, pp. 3111–3119. 

[15] T. Mikolov, K. Chen, G. Corrado, and J. Dean, ―Efficient estimation of word representations in vector space,‖ arXiv 

preprint arXiv:1301.3781, 2013. 

[16] A. Rodriguez and A. Laio, ―Clustering by fast search and find of density peaks,‖ Science, vol. 344, no. 6191, pp. 

1492–1496, 2014. 

[17] E. Parzen, ―On estimation of a probability density function and mode,‖ The annals of mathematical statistics, vol. 

33, no. 3, pp. 1065–1076, 1962. 

[18] Y. Bengio, R. Ducharme, P. Vincent, and C. Jauvin, ―A neural probabilistic language model,‖ Journal of Machine 

Learning Research, vol. 3, pp. 1137–1155, Feb 2003. [1] G. Carenini and J. C. K. Cheung, ―Extractive vs. nlg-based 
abstractive summarization of evaluative text: The effect of corpus controversiality,‖ in Proceedings of the Fifth 

International Natural Language Generation Conference. Association for Computational Linguistics, 2008, pp. 33– 41. 

 

 

http://nlp/

