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Abstract — Effective patient queue management to reduce patient wait delays and patient overcrowding is one in all the 

main challenges featured by hospitals. Inessential and annoying waits for long periods result in substantial human 

resource and time wastage and increase the frustration endured by patients. For each patient within the queue, the whole 

treatment time of all the patients before him is that the time that he should wait. It would be convenient and desirable if 

the patients might receive the foremost efficient treatment arrange and understand the predicted waiting time through a 

mobile application that updates in real time. Therefore, we have a tendency to propose a Patient Treatment Time 

Prediction (PTTP) algorithmic to predict the waiting time for every treatment task for a patient. We have a tendency to 

use realistic patient information from numerous hospitals to get a patient treatment time model for each task. Supported 

this large-scale, realistic data-set, the treatment time for every patient within the current queue of each task is expected. 

Supported the expected waiting time, a Hospital Queuing Recommendation (HQR) system is developed. HQR calculates 

Associate in Nursing predicts an economical and convenient treatment set up suggested for the patient. As a result of the 
large-scale, realistic data-set and also the demand for time period response, the PTTP algorithmic and HQR system 

mandate potency and low-latency response. Our proposed model to recommend an effective treatment plan for patients to 

minimize their wait times in hospitals. 

Keywords- Cyber secure system, Real time System, HQR(Hospital Queue Recommendation) ,PTTP(Patient Treatment 

Time Prediction) 

 
I.INTRODUCTION 

 
Currently, most hospitals area unit overcrowded and lack effective patient queue management. Patient queue 

management and wait time prediction kind a difficult and complex job as a result of every patient may need completely 

different phases/ operations, like a medical, numerous test, e.g., a sugar level or biopsy, X-rays or a CT scan, minor 

surgeries, throughout treatment. We tend to decision every of those phases /operations as treatment tasks or tasks during 

this paper. Every treatment task will have varied time needs for every patient that makes time prediction and 
recommendation extremely difficult. A patient is typically needed to endure examinations, inspections or tests (refereed 

as tasks) per his condition. In such a case, quite one task may be needed for every patient. A number of the tasks area unit 

freelance, whereas others might need to attend for the completion of dependent tasks. Most patients should sit up for 

unpredictable however long periods in queues, waiting their communicate accomplish every treatment task. During this 

paper, we tend to concentrate on serving to patients complete their treatment tasks in a very predictable time and serving 

to hospitals schedule every treatment task queue and avoid overcrowded and ineffective queues. we tend to use huge 

realistic knowledge from numerous hospitals to develop a patient treatment time consumption model. The realistic 

patient knowledge area unit analyzed fastidiously and strictly supported necessary parameters, like patient treatment 

begin time, end time, patient age, and detail treatment content for every completely different task. We tend to establish 

and calculate completely different waiting times for various patients supported their conditions and operations performed 

throughout treatment. 

II.LITERATURE SURVEY 

 
[1]  (Nu´n˜ez, Self-Adaptive Induction of Regression Trees, 2011) 

A new formula for progressive construction of binary regression trees is conferred. This formula, known as SAIRT, 

adapts the elicited model once facing information streams involving unknown dynamics, like gradual and abrupt perform 

drift, changes in sure regions of the perform, noise, and virtual drift. It additionally handles each symbolic and numeric 

attributes. The planned formula will mechanically adapt its internal parameters and model structure to get new patterns, 

betting on the present dynamics of the information stream. SAIRT will monitor the quality of nodes and might forget 
examples from hand-picked regions, storing the remaining ones in native windows associated to the leaves of the tree. On 
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these conditions, current regression ways would like a careful configuration betting on the dynamics of the matter. 

Experimentation suggests that the planned formula obtains higher results than current algorithms once managing 

information streams that involve changes with completely different speeds, noise levels, sampling distribution of 

examples, and partial or complete changes of the underlying perform. 

 

 

[2]  (Agrawal, 2011) 

Gradient Boosted Regression Trees (GBRT) square measure the present progressive learning paradigm for machine 

learned websearch ranking — a website disreputable for terribly giant information sets. during this paper, we have a 
tendency to propose a completely unique technique for parallelizing the coaching of GBRT. We use technique 

parallelizes the development of the individual regression trees and operates mistreatment the master-worker paradigm as 

follows. the information square measure partitioned off among the staff. At every iteration, the employee summarizes its 

data-partition mistreatment histograms. The master processor uses these to create one layer of a regression tree, then 

sends this layer to the staff, permitting the staff to create histograms for succeeding layer. We use formula fastidiously 

orchestrates overlap between communication and computation to attain smart performance. Since this approach is 

predicated on information partitioning, and needs a little quantity of communication, it generalizes to distributed and 

shared memory machines, further as clouds. we have a tendency to gift experimental results on each shared memory 

machines and clusters for 2 giant scale internet search ranking information sets. we have a tendency to demonstrate that 

the loss in accuracy elicited attributable to the bar chart approximation within the regression tree creation is salaried for 

through slightly deeper trees. As a result, we have a tendency to see no vital loss in accuracy on the Yahoo information 

sets and a awfully tiny reduction in accuracy for the Microsoft LETOR information. additionally, on shared memory 
machines, we have a tendency to get nearly good linear speed-up with up to concerning forty-eight cores on the big 

information sets. On distributed memory machines, we have a tendency to get a speed of twenty-five with thirty-two 

processors. attributable to information partitioning approach will scale to even larger information sets, on that one will 

fairly expect even higher speedups. 

 

[3] (Nima Salehi-Moghaddami_,2011) 

One of the foremost normally used prophetical models in classification is that the call tree (DT). The task of a DT is to 

map observations to focus on values. In the DT, every branch represents a rule. A rule’s subsequent is that the leaf of the 

branch and its antecedent is that the conjunction of the options. Most applied algorithms during this field use the idea of 

data Entropy and Gini Index because the ripping criterion once building a tree. During this paper, a replacement ripping 

criterion to make DTs is planned. A ripping criterion specifies the tree’s best ripping variables well because the variable’s 
threshold for additional ripping. Victimization the concept from classical Forward choice technique and its increased 

versions, the variable having the biggest absolute correlation with the target price is chosen because the best ripping 

variable at every node. Then, the concept of increasing the margin between categories during a support vector machine 

(SVM) is employed to seek out the simplest classification threshold on the chosen variable. This procedure can execute 

recursively at every node, till reaching the leaf nodes. The ultimate call tree includes a shorter height than previous 

strategies, that effectively reduces useless variables and therefore the time required for classification of future 

information. Unclassified regions are generated beneath the planned technique, which may be taken as a bonus or 

disadvantage. The simulation results demonstrate associate degree improvement within the generated call tree compared 

to previous strategies. 

 

4. (Chung,2011) 

 
In this paper, we tend to propose a replacement framework for building boosting classifier on distributed databases. the 

most plan of technique is to utilize the similarity of distributed databases. At every spherical of the algorithmic program, 

every website processes its own information regionally, and calculates all required data. a middle website can collect data 

from all sites and build the worldwide classifier, that is then a classifier within the ensemble. This world classifier is 

additionally employed by every distributed website to work out needed data for subsequent spherical. By continuance 

this method, we are going to have associate degree ensemble of classifier from distributed info that's nearly a twin of the 

one designed on the total information. The experiment results show that the accuracy of planned technique is sort of 

capable the accuracy once applying boosting algorithmic program to the total dataset. 

 

5. (Goussies, 2011) 

Multiclass action detection in complicated scenes may be a difficult downside as a result of untidy backgrounds and 
therefore the massive intra-class variations in every variety of actions. to attain economical and sturdy action detection, 

we tend to characterize a video as a group of spatio-temporal interest points, and find actions via finding spatio-temporal 

video sub volumes of the very best mutual data score towards every action category. A random forest is built to with 

efficiency generate discriminative votes from individual interest points, and a quick top-K sub volume search algorithmic 

program is developed to seek out all action instances during a single spherical of search. Without considerably degrading 

the performance, such a top-K search may be performed on down-sampled score volumes for a lot of economical 
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localization. Experiments on a difficult MSR Action Dataset II validate the effectiveness of  planned multiclass action 

detection technique. The detection speed is many orders of magnitude quicker than existing strategies. 
 

III.EXISTING SYSTEM 

• In existing system, patient queue management to minimize patient wait delays and patient overcrowding is one 
of the major challenges faced by hospitals.  

• Unnecessary and annoying waits for long periods result in substantial human resource and time wastage and 
increase the frustration endured by patients. 

• For each patient in the queue, the total treatment time of all the patients before him is the time that he must wait. 
 

DISADVANTAGES OF EXISTING SYSTEM 

• Patients wait for long time. 

• Human resource and time wastage and increase the frustration endured by patients. 

• In such a case, more than one task might be required for each patient. Some of the tasks are independent, 
whereas others might have to wait for the completion of dependent tasks. 

 

IV. SYSTEM ARCHITECTURE 

 

 
Figure.System Architecture 

                                                                 

        FIGURE. 1.1 

 
V.PROPOSED SYSTEM 

• We proposed Patient Treatment Time Prediction (PTTP) model is trained based on hospitals' historical data. The 
waiting time of each treatment task is predicted by PTTP, which is the sum of all patients' waiting times in the 

current queue.  

• Then, according to each patient's requested treatment tasks, a Hospital Queuing-Recommendation (HQR) 
system recommends an efficient and convenient treatment plan with the least waiting time for the patient. 

 
ADVANTAGES OF PROPOSED SYSTEM: 

• Decrease the patients waiting time. 

• In this system, we focus on helping patients complete their treatment tasks in a predictable time and helping 
hospitals schedule each treatment task queue and avoid overcrowded and ineffective queues. 
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• To improve the accuracy of the data analysis with continuous features, various optimization methods of 
classification and regression algorithms are proposed. 

 

 

VII.DISSIMILARITY OF EXISTING AND PROPOSED SYSTEM 

 

 

Parameter Existing System Proposed System 

Waiting Time 

Waiting time in existing 

system is more. Because 

of serial allotment of 

appointment 

Waiting time in Proposed 

system is more. Because of 

Parallel allotment of 

appointment 

Technique Used 
Queue with Serial 

exaction. 

Queue with Parallel 

exaction. Use various 

optimization methods of 

classification and 

regression algorithms 

Data Use 
Use current data for 

treatment 

Use historic data for 

treatment 

Human Resource 

Human resource increase 

the frustration endured by 

patients 

Helping hospitals schedule 

each treatment task queue 

and avoid overcrowded and 

ineffective queues. 

 

Table 1.1 

 

 
VIII. SUMMARY AND CONCLUSION 

 
In this system, a PTTP algorithm based PTTP model is proposed. A Patient Treatment time Prediction (PTTP) algorithm 

is performed. The queue waiting time of each treatment task is predicted based on the trained PTTP model. A parallel 

HQR system is developed, and an efficient and convenient treatment plan is recommended for each patient. Extensive 

experiments and application results show that our PTTP algorithm and HQR system achieve high precision and 

performance. 
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