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Abstract — It is difficult for human eye to identify the exact form of leaf disease which occurs on the leaf of plant.
Thus, in order to identify the leaf diseases accurately, the use of image processing and machine learning techniques
can be helpful. The images used for this work were acquired from the cotton field using digital camera. In pre-
processing step, background removal technique is applied on the image in order to remove background from the
image. Then, the background removed images are further processed for image segmentation using Otsu thresholding
technique. Different segmented images will be used for extracting the features such as color, shape and texture from
the images. At last, these extracted features will be used as inputs of classifier. Plant diseases cause significant
damage and economic losses in crops. Subsequently, reduction in plant diseases by early diagnosis results in
substantial improvement in quality of the product. Erroneous diagnosis of disease and its severity leads to
inappropriate use of pesticides. The goal of proposed work is to identify the disease with image processing of grape
plant leaf. In the proposed system, grape leaf image with complex background is taken as input. Thresholding is
deployed to mask green pixels and image is processed to remove noise using anisotropic diffusion. Then grape leaf
disease segmentation is done. The diseased portion from segmented images is identified.

Keywords- Leaf diseases, Image pre-processing, Image segmentation, Segmentation.

l. INTRODUCTION

The conception is projected for the detection of numerous unwellness affected area unites in leaf exploitation k suggests
that agglomeration algorithmic program and artificial neural networks supported the coaching of the leaf pictures in serial
information that various pictures of leaves are soft on the unwellness affected leaves, the pictures area unit threshold to
explicit values then detected image threshold area unit covert over the initial image. The aim of this project is to style,
implement and appraise a picture process software system based mostly resolution for automatic detection and
classification of plant disease. But studies show that looking forward to pure eye observation of consultants to discover
and classify diseases will be time overwhelming and high-ticket, particularly in rural areas and developing countries.
Thus we have a tendency to gift quick; automatic, low cost and correct image process based mostly resolution.
Resolution consists of 4 main sections; within the initial phase we have a tendency to produce a color transformation
structure for the RGB leaf image then, we have a tendency to apply color area transformation for the color transformation
structure. Next, within the second section, the pictures area unit divided exploitation technique. Within the third section,
we have a tendency to calculate the feel options for the divided infected objects.

1. PROBLEM STATEMENT

Diseases are impairment to the quality state of the plant that modifies or interrupts its important functions like chemical
change, transpiration, impregnation, fertilization, germination etc. These diseases are caused by pathogens viz. fungi,
organism and viruses, and as a results of adverse environmental conditions. Therefore, the first stage designation of
health problem is also a significant task. Farmers would really like continuous observation of specialists which will
preferably be prohibitively pricey and time overwhelming. So existing system plant leaf identification using neural
network classifiers is an automatic system for identifying plant species on the basis on leaf images. Plant leaf images
relevant to three plant types, are examined using two divergent shape modeling techniques, the first on the basis of the
Moments-Invariant model and the second on the Centroid-Radii model .Here they have used a technique for the
extraction of shape, color and texture features from leave images and training an neural network classifier to identify the
specific leaf class option of proper image input features to attain high efficiency with less calculation complexity. NN's
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are used as classifiers for segregation. This work has been established using the image processing and neural network
toolboxes Useful for fast and well organized classification of plant species. Used by the forest department for
classification of the plant species. Existing system will not provide quick response as proposed system, farmers had to
visit to the specialist for verifying details. Then only he would get to know about the disease that is appear on his
plants/grapes leaves. so searching for quick, a lot of price effective and correct methodology to mechanically sight the
diseases from the symptoms that seem on the plant leaf is of nice realistic significance.

. LITERATURE REVIEW

Paper name:Plant Disease Detection Using Leaf Pattern: A Review(2015)

Authors: Vishnu S, A. Ranjith Ram.

In this review paper we have a tendency to discuss the assorted methodologies for disease detection. Studies show that
hoping on pure naked-eye observation of specialists to notice and classify diseases is time overwhelming and high-ticket,
particularly in rural areas and developing countries. thus we have a tendency to gift quick, automatic, low cost and
correct image process primarily based resolution. resolution consists of 4 main parts; within the 1st phase we have a
tendency to produce a color transformation structure for the RGB leaf image then, we have a tendency to apply color
house transformation for the colour transformation structure. Next, within the second part, the pictures ar divided
exploitation the K-means bunch technique. within the third part, we have a tendency to calculate the feel options for the
divided infected objects. Finally, within the fourth part the extracted options ar versed a pre-trained neural network.

Paper name: Detection of Diseases on Cotton Leaves Using K Mean Clustering Method(2015)

Authors: Pawan P. Warne, Dr. S. R. Ganorkar

This paper presents Associate in Nursing approach for careful detection of diseases, identification and timely handling to
forestall the crops from significant losses. The diseases on the cotton square measure essential issue that makes the sharp
decrease within the production of cotton. thus for the study of interest is that the leaf instead of whole shrub as a result of
concerning 8595 capitalize on diseases occurred on the cotton leaves like Alternaria,Cercospora and Red Leaf Spot.
during this proposal at the start preprocessing the input image victimization bar graph feat is applied to extend the
distinction in low distinction image, K means that clump rule is employed for segmentation that classifies objects
supported a group of options into K variety of categories and at last classification is performed victimization Neural
network. therefore image process technique is employed for detection diseases on cotton leaves early and accurately. it's
accustomed analyze the cotton diseases which is able to be helpful to farmers.

paper name: Combining Local and Global Image Features for Object Class Recog nition(2009)
Authors: Dimitri A. Lisin, Marwan A. Mattar, Matthe w B.Blaschko

Object recognition is a central problem in computer vision analysis. Most seeing Systems have taken one in all 2
approaches, exploitation either international or native options completely. this might be partly as a result of the issue of
mixing one international feature vector with a collection of native options in an exceedingly appropriate manner. during
this paper , we tend to show that combining native Associate in Nursingd international options is useful in an application
wherever rough segmentations of objects square measure obtainable . we tend to gift a way for classi- fication with native
options exploitation non-parametric Density estimation. after, we tend to gift 2 ways For combining native and
international options. the primary uses a stacking ensemble technique, and therefore the Second uses a hierarchical
arrangement. Results show the superior performance of those combined ways over the part classifiers, with a discount of
over two hundredth within the error rate on a difficult marine science application.

Paper name: A Study and Implementation of Active Contour Model For Feature Extraction: With Disease Cotton Leaf
as Example(2014)
Authors: P.R. Rothe * and R. V. Kshirsagar

Feature extraction may be a important constituent of a pattern recognition system. It carries out 2 assignments: changing
input parameter vector into a feature vector and or reducing its spatial property. a definite feature extraction formula
makes the classification method additional effectual and economical. The allocation and recognition of cotton leaf
diseases ar of the main importance as they need a cogent and important impact on quality and production of cotton .
during this work we have a tendency to gift a snake primarily based approach for the segmentation of pictures of
pathologic cotton leaves. we have a tendency to extract John Huss moments which might be used as form descriptors for
classification. A theory of two-dimensional moment invariants for two-dimensional geometric figures is additionally
given. 3 diseases are thought of, specifically microorganism Blight,

Paper name: Classification of Cotton Leaf Spot Diseases Using Image Processing Edge Detection Techniques(2012)
Authors: P.Revathi, M.Hemalatha.
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This projected Work exposes, a advance computing technology that has been developed to assist the farmer to require
superior call concerning several aspects of crop development method. appropriate analysis and identification of crop
sickness within the field is incredibly crucial for the inflated production. Foliar is that the major vital flora sickness of
cotton and happens altogether growing Indian regions. during this work we tend to categorical new technological ways
victimization mobile captured symptoms of cotton leaf spot pictures and reason the diseases victimization HPCCDD
projected algorithmic program . The classifier is being trained to attain intelligent farming, together with early
Identification of diseases within the groves, selective antimycotic application, etc. This projected work is predicated on
Image RGB feature move techniques wont to determine the diseases (using move values) during which, the captured
pictures area unit processed for sweetening 1st. Then color image segmentation is applied to induce target regions
(disease spots). Next Homogenize techniques like Sobel and cagy filter area unit wont to determine the perimeters, these
extracted edge options area unit utilized in classification to spot the sickness spots. Finally, persecutor recommendation is
given to the farmers to confirm their crop and cut back the yield loss.

v. ALGORITHM
SIFT Algorithm

There are mainly four steps involved in SIFT algorithm. We will see them one-by-one.

1. Scale-space Extreme Detection

From the image above, it is obvious that we can’t use the same window to detect key points with different scale. It is OK
with small corner. But to detect larger corners we need larger windows. For this, scale-space filtering is used.

2. Key point Localization

Once potential key points locations are found, they have to be refined to get more accurate results. They used Taylor
series expansion of scale space to get more accurate location of extrema, and if the intensity at this extrema is less than a
threshold values it is rejected. This threshold is called contrast Threshold in OpenCV If this ratio is greater than a
threshold, called edge Threshold in OpenCV, that key point is discarded.

3. Orientation Assignment

Now an orientation is assigned to each key point to achieve invariance to image rotation. A neighborhood is taken around
the key point location depending on the scale, and the gradient magnitude and direction is calculated in that region. It
creates key points with same location and scale, but different directions. It contributes to stability of matching.

4. Key point Descriptor

Now keypoint descriptor is created. A 16x16 neighborhood around the keypoint is taken. It is divided into 16 sub-blocks
of 4x4 size. For each sub-block, 8 bin orientation histogram is created. So a total of 128 bin values are available. It is
represented as a vector to form keypoint descriptor. In addition to this, several measures are taken to achieve robustness
against illumination changes, rotation etc.

5. Keypoint Matching

Keypoints between two images are matched by identifying their nearest neighbor’s. But in some cases, the second
closest-match may be very near to the first. It may happen due to noise or some other reasons. In that case, ratio of
closest-distance to second-closest distance is taken. If it is greater than 0.8, they are rejected. It eliminators around 90%
of false matches while discards only 5% correct matches, as per the paper.

So this is a summary of SIFT algorithm. For more details and understanding, reading the original paper is highly

recommended. Remember one thing, this algorithm is patented. So this algorithm is included in Non-free module in
OpenCV.
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B. BLOCK DEIAGRAM OF SYSTEM
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Figure 4.1.Block diagram of Proposed System

HARDWARE REQUIREMENT

SYSTEM  : Pentium IV 2.4 GHz

HARD 140 GB
DISK

FLOPPY  :1.44MB
DRIVE

MONITOR : 15 VGA colour
SOFTWARE REQUIREMENTS

Operating System

Windows XP Professional

Java

Code is written in Java. The recommended Java version is JDK 1.6 release and the recommended minimum
revision is 31 (v 1.6.31).

Backend

MySQL database

V. GOALS AND OBJECTIVE

e Todetect and classify the disease affected leaves using feature extraction.

e To review the current researches, techniques, methodologies and algorithms in the field of plant leaf disease
detection.
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e To give an overview of existing researches, techniques, methodologies and algorithms so that future researchers
who are interested in automated plant leaf disease detection can easily get started.

e Tocompare and evaluate the performance of existing plant leaf disease detection methodologies and algorithms,
and if possible, find the way to enhance them.

e To study the basic concepts of digital image processing.

e To gain knowledge about various plant leaf diseases and their detection.

VI. APPLICATION
o We will use this system in Agriculture industry

VII. CONCLUSION AND FUTURE SCOPE

This paper focuses on developing automated leaf diseases. It saves time and effort, In this paper, we have proposed a new
method for measuring the leaf diseases of the leaf object. and find weather prediction With then right combination of
mobile and cloud computing we were able to obtain the estimated distance from the mobile device and used it to process
the image in the cloud. This enabled us to process all the images from the same scale and further enabling us to determine
the diseases value of the leaf object. Using deep learning we were able to extract the features of the leaf object and
further classify it accurately. Study involved collecting leaf samples from different regions. Work was carried out to
investigate the use of computer vision for classifying grape leaf diseases. Algorithms based on image-processing
techniques, feature extraction and classification, were deployed. The feature extraction process used color co-occurrence
methodology, which uses the texture of an image to arrive at unique features, which represent that image.
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