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Abstract: Dynamic Proof of Storage (Po S) could be a helpful cryptographic primitive that permits a user to envision the 
integrity of outsourced _les and to with efficiency update the files in an exceedingly cloud server. though researchers 

have projected several dynamic Po S schemes in single user environments, the matter in multi-user environments has not 

been investigated sufficiently sensible multi-user cloud storage system wants the secure client-side cross-user 

reduplication technique, that permits a user to skip the uploading method and acquire the possession of the files at once, 

once alternative homeowners of identical files have uploaded them to the cloud server. To the most effective of our 

knowledge, none of the prevailing dynamic PoSs will support this technique. during this paper, we tend to introduce the 

conception of reduplicatable dynamic proof of storage associated propose an economical construction referred to as Dey 

Po S, to realize dynamic Po S and secure cross-user reduplication, at the same time. Considering the challenges of 

structure diversity and private tag generation, we tend to exploit a completely unique tool referred to as Homomorphism    

Authenticated Tree (HAT). We tend to prove the safety of our construction, and therefore the theoretical analysis and 

experimental   results show that our construction is economical in observe. 

Keywords- Reduplication, Proof of ownership, Dynamic proof of storage, Cloud Computing. 

                                                                                 INTRODUCTION 

STORAGE outsourcing is turning into a lot of and a lot of attractive to each business and educational owing to the 
advantages of low value, high accessibility, and straightforward sharing. As one of the storage outsourcing forms, cloud 

storage gains wide attention in recent years. Several firms, like Amazon, Google, and Microsoft, give their own cloud 

storage services, wherever users will transfer their files to the servers, access them from numerous devices, and share 

them with the others. though cloud storage services square measure widely adopted in current days, there still stay 

several security issues and potential threats .Data integrity is one in every of the foremost vital properties when a user 

outsources its files to cloud storage. Users should be convinced that the files hold on within the server is not tampered. 

Ancient techniques for shielding data integrity, like message authentication codes (MACs) and digital signatures need 

users to transfer all of the files from the cloud server for verification, which incurs an important communication value. 

These techniques square measure not suitable for cloud storage services wherever users might  check the integrity oft, 

like each hour. Thus, research reintroduced Proof of Storage (Po S) for checking the integrity while not downloading 

files from the cloud server. Moreover, users may additionally need many dynamic operations, like modification, 

insertion, and deletion, to update their files, whereas maintaining the potential of Po S. Dynamic Po S is planned for such 
dynamic operations. In distinction with Po S, dynamic Po S employs authenticated structures, like the Markel tree. Thus, 

once dynamic operations square measure dead, users regenerate tags (which are used for integrity checking, like MACs 

and signatures)for the updated blocks solely, rather than regenerating for all blocks. To better perceive the subsequent 

contents, we have a tendency to gift a lot of details concerning Po S and dynamic Po S. In these schemes, every block of 

a file is hooked up a (cryptographic) tag that is employed for confirmatory the integrity of that block. Once a protagonist 

desires to ascertain the integrity of a file, it indiscriminately selects some block indexes of the file, and sends them to the 

cloud server. in line with these challenged indexes, the cloud server returns the corresponding blocks along side their 

tags. The protagonist checks the block integrity and index correctness. The previous will be directly guaranteed by 

cytological tags. the way to take care of the latter is that the major distinction between Po S and dynamic Po S In most of 

the Po S schemes, the block index is “encoded” into its tag, which implies the protagonist will check the block integrity 

and index correctness at the same time. However, dynamic Po S cannot inscribe the block indexes into tags, since the 
dynamic operations might amendment many indexes of non-updated blocks, that incur unnecessary computation and 

communication value. As an example, there is a file consisting of one thousand blocks, and a replacement block is 

inserted behind the second block of the file. Then, 998 block indexes of the first file square measure modified, which 

implies the user has to generate and send 999 tags for this update. Authenticated structures square measure introduced in 

dynamic PoSs to resolve this challenge. As a result, the tags square measure hooked up to the genuine  structure instead 

of the block indexes .However, dynamic Po S remains to be improved in a multi-user atmosphere, owing to the need of 

cross-user reduplication on the client-side. This means that users will skip the uploading method and procure the 

possession of files directly, as long because the uploaded files exist already within the cloud server. This system will cut 
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back space for storing for the cloud server, and save transmission information measure for users. To the most effective of 

our data, there's no dynamic Po S which will support secure cross-user reduplication.  

 

                                                        LITERATURE SURVEY 

11. COMPACT PROOFS OF IRRETRIEVABILITY 

Authors: Hove Sachem 

Description: throughout this paper, designed from BLS signatures and secure inside the random oracle model, choices a 

proof-of-irretrievability protocol inside that the client’s question and server’s response unit of measurement every terribly 
short. This theme permits public verifiability: anyone can act as a booster, not merely the file owner. Our second theme 

that builds on pseudo random functions (PRFs) and is secure inside the customary model, permits only private 

verification. It choices a proof-of-retrievability protocol with an honest shorter server’s response than our initial theme; 

but the client’s question is long. Every scheme supposes homomorphism properties to combination a logo into one very 

little critic worth. 

2].A Dynamic Proof of Retrievability (Poor) Scheme with O (long) Complexity. 

Authors: Zhen Mo, Yean Zhou, Shebang Chen. 

Description: during this paper, Cloud storage brings security concerns. One major concern is regarding the knowledge 

integrity. Throughout this paper, we've got a bent to increase the static or theme to dynamic state of affairs. We've got a 

bent to propose a innovative authentication organization referred to as Cloud Torus medulla B+ tree (CMBT). Compared 

with this dynamic Poor theme, our worst case communication quality is O (long) instead of O (n). 

3]. Practical Dynamic Proofs of Retrievability 
Authors: Elaine Shi, Emil Stefano, Charalampos Papamanthou. 

Description: throughout this paper, we tend to propose a dynamic Poor theme with constant client storage whose metric 

price is love a hash tree, thus being very smart. Our construction outperforms the constructions of Stefano et al. and cash 

ET all. Both in theory and in follow. Specifically, for n outsourced blocks of bits each, writing a block wants +O (log n) 

information. 

4].Proofs of Ownership in Remote Storage Systems 

Authors: Sheri Halevi, Danny Harkin, Benny Pinkas 

Measure and  O (log n) server computation (is the protection parameter). Audits are very economical, requiring + O (_2 

log n) metric. We've got a bent to together show some way to create our theme publicly verifiable, providing the first 

dynamic Pos theme with such a property. We've got a bent to finally provides a awfully economical implementation of 

our theme. 

5. Dynamic Proofs of Retrievability for Coded Cloud Storage Systems 

Authors: Zhengwei Ren, Liana Wang, Qian Wang, Mingdi X u. 

Description: throughout this paper, we have a tendency to tend to plan a latest dynamic proof of retrievability scheme for 

coded cloud storage systems. Network committal to writing and erasure codes area unit adopted to cipher information 

blocks to comprehend within-server and cross-server information redundancy, tolerating information corruptions and 

supporting communication-efficient information recovery. By using rb23Tree associated associate improved version of 

ASBB theme, our construction can support economical information dynamics whereas defensive against information 

replay attack and pollution attack. Security analysis and experimental evaluations incontestable  the quality of our 

construction in coded cloud storage systems. 

                                                                     

 

                                                                  PROPOSED SYSTEM 

 

System Model 

As shown in Fig. 1. For every file, original user is that the user World Health Organization uploaded the file to the cloud 

server, whereas ulterior user is that the user World Health Organization established the possession of the file however 

failed to truly transfer the file to the cloud server. There unit of ministration 5 phases throughout a reduplicatable 

dynamic Po S system: pre-process, upload, reduplication, update, and proof of storage. 

 

Pre-Process  

Users will transfer their native files. The cloud server decides whether or not or not or not these files need to be uploaded. 

If the transfer technique is granted, enter the transfer phase; otherwise, enter the reduplication. 
   

Updating  

Users will transfer their native files. The cloud server decides whether or not or not or not these files need to be uploaded. 

If the transfer technique is granted, enter the transfer phase; otherwise, enter the reduplications. 
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                                                                     Figure: architecture 

Reduplication check  

The files to be uploaded exist already among the cloud server. Subsequent users possess the files domestically and 

jointly the cloud server stores the structures of the files. Ulterior users got to be compelled to influence the cloud 

server that they own the files whereas not uploading them to the cloud server.  If these 3 phases  (pre-process, 

upload, and reduplications) unit dead only 1 occasion among the life cycle of a file from the angle of users. That is, 

these 3 phases seem on condition that users will transfer files. If these phases terminate typically, i.e., users end 

transferring among the transfer, or they pass the verification among the reduplications 0.5, we have a tendency to 

tend to stand live auditory communication that the users have the ownerships of the files. 

 

Users’   proof of storage 

Users entirely possess bit constant size information domestically that they need to seem at whether or not or not or 

not the files unit  dependably hold on among the cloud server whereas not downloading them. The files might not be 

uploaded by these users however they pass the reduplications and prove that they need the ownerships of the files. 

Note that, the update 0.5 and jointly the proof of storage are dead multiple times among the life cycle of a file. Once 

the possession is verified, the users will haphazardly enter the update and jointly the proof of storage wherever as not 

keeping the first files domestically. 

 

CALCULATION 

 

1] User Module:- 

- New User 

- Give Attributes or Privilege When User register e. g. Student or Staff etc. 
-User login in system 

-user Upload   file  in system. 

-User select privilege or attribute first e.g. student or staff 

-Browse Text File to Upload and click on Upload button and generates tag file for  it. 

-If tag exist in server database then file is reduplicated & print message - file already exist, then give proof of ownership 

pointer to this user of existing file for accessing & this user is also owner of that existing file. 

-If tag  not exist in server database then file is unique then encrypt file and   stored on cloud folder in drive. 

-User also can download file from cloud. 

-user shows all file that his own uploaded i.e. unique file & reduplicated file 

-click on download link to download that file 

2] Access File 
-user shows all files for his attribute uploaded by owner of file. 

-click on download link to download that file 

3] Subsequent User 

This user are those user who upload files on cloud and if file they upload on cloud is duplicate or already existing on 

cloud then they become subsequent user of file. They get ownership over that file and they can access that file. 
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                                                                           RESULTANALYSIS  

 

                                                                              Result of Practical Work: 

 

                                                            Table I: Performance of File Size with Time 

 

File size 

File 

Encryption 
Time 

File 

Decryption 
Time Tag Generation 

10(KB) 0.05 0.04 0.02 

50(KB) 1.75 1.73 0.9 

100(KB) 2.5 2.51 1.23 

200(KB) 4.8 4.82 2.25 
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Fig : Graph of File Size with Time 
 
 

 

 

                                                                           CONCLUSION  

We organized the thorough desires in multi-client distributed storage frameworks and bestowed the model of 

reduplicatable part Po S we tend to plan a unique instrument referred to as HAT that's Associate in nursing conservative 

bore witness to structure. In light-weight of HAT, we tend to organize the primary wise reduplicatable part Pops subject 

referred to as Depose and demonstrate its security within the discretional prophet show. The abstract and check comes 

concerning demonstrate that our Depose execution is expert, notably once the document live and therefore the assortment 

of the tested items vary unit monumental.   
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